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Methods and Formal Models for

Healthcare Systems Management.

Summary

A health system is the sum of all organizations, institutions and resources

whose main objective is to improve health. A health system needs personnel,

financing, information, supplies, transportation and communications, as well

as general guidance and direction. It also has to provide good treatments and

services that respond to the needs of the population and are financially fair.

So, the management of healthcare systems is a complex task due to its size,

the huge number of agents involved and their different expectations. In this

work methods and formal models for healthcare systems management are pro-

posed. Particularly we focus on the management of hospitals. The first part

of the thesis deals with the modeling and analysis of healthcare systems using

Petri Nets. This formalism allows a mathematical or graphic representation

of a discrete event system in which the topology of a distributed, parallel or

concurrent system can be described. Formal subclasses of Petri Nets (S4PR

and DSSP) in which structural techniques can be applied to analyze different

properties of the system are considered. Particularly, resource management

facet is modeled by S4PR while handshake between clinical pathways facet is

modeled by DSSP. Moreover, two different techniques for liveness enforcement

in DSSP are proposed. The first one, based on buffers preassignment, is easy

to apply, however, it only works in some DSSP structures. The second liveness

method constructs a control PN that avoids deadlock markings in the original

iii



DSSP. This method works in general DSSP structures. In the second part of

the thesis, the surgery scheduling issue is approached. The huge size of the

surgery waiting lists is becoming a serious problem for healthcare administra-

tions. So, in this work, taking into account the scheduling criteria in Spanish

hospitals, different mathematical programming problems and heuristics solu-

tions for surgery scheduling are proposed and compared. Moreover, a decision

support system for the management of a surgical service developed in a soft-

ware tool is given. A real case study using the tool concludes that around more

than 70 additionally patients per year could be operated only considering the

Orthopedic Surgery Department.
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Introduction

A healthcare system is an organization of people, institutions, and resources

that deliver healthcare services to meet the health needs of target popula-

tions. The management of any healthcare system is typically directed through

a set of policies and plans adopted by governments, private sector business

and other groups in areas such as personal healthcare delivery and financing,

pharmaceuticals, health human resources, and public health.

The size of the systems, the huge number of agents involved and their

different expectations make the management of healthcare systems a thorough

task which could be alleviated through the use of technology. Technology is

everywhere. We all use it. Even if we just wash clothes, play video-games,

drive the car, or construct robots to help us. We can find the latest available

technology starting from smart-phones to smart sidewalks or from smart cars

to smart homes. Everything is technologized nowadays so, why not use this

power to help in the management of healthcare systems?

Necessary tools for proper health information coding and management in-

clude clinical guidelines, formal medical terminologies, and computers and

other information and communication technologies. The kinds of health data

processed may include patients’ medical records, hospital administration and

clinical functions, and human resources information.

In this thesis, new methods and formal models for healthcare system man-

agement are considered. These new methods will help to prevent system fail-

ures and on the other hand, to improve the quality and efficiency of the hospi-

tals. Particularly, the thesis is divided in two main parts: the first one has to

do with the modeling and analysis in hospitals by the use of clinical pathways

1



2 INTRODUCTION

while the second one deals with the planning and scheduling of patients in the

operation rooms.

Regarding the modeling and analysis of healthcare systems, in [6] was pro-

posed a domain-specific modeling language called Healthcare System Specifi-

cations (HSS), which is defined as a Unified Modeling Language (UML) pro-

file. The proposed HSS-UML profile allows specifying the hospital description

through the development of clinical pathways used for the treatment of differ-

ent medical pathologies. Moreover, in order to be able to perform an analysis

of the system, a model to model (M2M) transformation was given (recalled in

Sec. 1.2.1). This transformation obtains a colored Petri Net model, particu-

larly a Stochastic Well-formed Net (SWN) [12].

Since healthcare systems are complex due to their size and structure, de-

pending on different visions and expectations, the system can be treated from

different perspectives called facets. In chapter 2 two facets are identified: (1)

facet of resource management and (2) handshake between clinical pathways

facet. They are obtained by applying to the SWN a set of relaxations, ab-

stractions and modifications (given in Sec. 2.2). In the first facet (Sec. 2.2.1),

the subclass of S4PR [68] is obtained which is a characteristic model of the

resource allocation systems (state machines interconnected through shared re-

sources modeling the flow of patients) while in the second facet (Sec. 2.2.2)

Deterministically Synchronized Sequential Process (DSSP) [56] are considered

(state machines modeling the clinical pathways which are interconnected by

buffers that model the communication channels). Both nets (S4PR and DSSP)

are formal subclasses (Sec. 1.1.5) of Petri Nets.

Petri Nets constitute a family of formalisms appropriate for the modeling

of discrete event systems (systems in which state variables take discrete values

from a set that can be counted, not necessarily finite). Its distributed state is

a vector of non-negative integers. This is an important advantage with respect

to other forms of modeling of discrete systems, such as automata, where the

state space is a set of unstructured symbols of global states. This property has

been exploited to develop very diverse analysis techniques that do not require

the enumeration of the state space (structural analysis).

The subclass of DSSP is commonly used to model distributed systems

formed by various cooperative agents. This cooperation is carried out through

a set of buffers from/to agents consume/produce items. In healthcare sys-
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tems modeled by DSSP, the agents define different clinical pathways while the

buffers represent the channel information. In chapters 3 and 4, we will focus on

the liveliness of the DSSP systems resulting from the facet of communication

between clinical pathways. That is, to prevent any patient from being trapped

in a medical protocol without the possibility of continuing.

In Sec. 3.2 the first approach for liveness enforcement in DSSP system is

given. The idea behind the approach is to advance the buffer consumption

to the first conflict transition in the agents. Considering healthcare systems

modeled by a DSSP, this means that before a patient starts a clinical pathway,

all required information must be available. Unfortunately, this preassignment

method only works in some particular DSSP structures which are character-

ized. A more general approach (than buffer preassignment) for liveness en-

forcing in non-live DSSP is given in Sec. 4.1.3. The approach is formalized on

two levels: execution and control. The execution level uses the original DSSP

structure while for the control level we compute a new net system called the

control PN (Sec. 4.2). This net system is obtained from the original DSSP

and has a predefined type of structure. The control PN must be live (Sec.

4.3) and it will evolve synchronously with the non-live DSSP ensuring that

the deadlock states will not be reached. The states (marking) of the control

PN will enable or disable some transitions in the original DSSP, while some

transitions in the control PN should fire synchronously with some transitions

of the original DSSP. The control police and systems evolution is given in Sec.

4.4.

The second part of the thesis deals with surgery scheduling of patients in a

hospital department. The Operating Rooms (ORs) are one of the most expen-

sive material resources in hospitals, being the bottleneck of surgical services.

Moreover, the aging population together with the improvement in surgical

techniques are producing an increase in the demand for surgeries [28]. This

increase also causes an increase in the time that patients must wait to be op-

erated on. So, the optimal use of the ORs time is crucial in healthcare service

management.

Managing the operating theater, however, is hard due to the conflicting pri-

orities and the preferences of its stakeholders [33], but also due to the scarcity

of costly resources. Moreover, health managers have to anticipate the increas-

ing demand for surgical services caused by the aging population. These factors
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clearly stress the need for efficiency and necessitate the development of ade-

quate planning and scheduling procedures.

In the past 60 years, a large body of literature on the management of op-

erating theaters has evolved [10]. In this thesis, we focus on the planning and

scheduling of patients in Spanish hospitals departments considering its orga-

nizational structure particularities as well as the concerns and specifications

of their doctors. The proposed approaches have been tested and compared

considering realist data of the Orthopedic Surgery Department in the “Lozano

Blesa”’ Hospital in Zaragoza.

In chapter 5 the scheduling of elective patients under ORs block booking is

considered. Sec. 5.1.2 establishes the three scheduling criteria to consider for

the scheduling while Sec. 5.1.3 gives the problem statement. The first criterion

is to optimize the use of the OR, the second criterion is to prevent that the

total available time in a block will be exceeded and the third criterion is to

respect the preference order of the patient in the waiting list.

In Sec. 5.2 three different mathematical programming models for the

scheduling of elective patients are proposed. These problems try to obtain

a given occupation rate of the ORs at the same time that respects the order

of the patients in the waiting list. These are combinatorial problems with

high computational complexity, so three different heuristic solution methods

are proposed (Sec. 5.2.4) and compared (Sec. 5.2.5). The results show that

a Mixed Integer Linear Programming (MILP) problem solved by Receding

Horizon Strategy (RHS) obtains the better scheduling in lowest time.

Doctors using the MILP problem must fix an appropriate occupation rate

for optimizing the use of the ORs but without exceeding the available time.

This has two main problems: i) inexperienced doctors could find difficult to fix

an appropriate occupation rate, and ii) the uncertain in the surgery durations

(large standard deviation) could result in scheduling with an over/under uti-

lization. In order to overcome these problems, a New Mixed Integer Quadratic

Constrained Programming (N-MIQCP) model is proposed in Sec. 5.3.2.

In the N-MIQCP model the surgeries duration as well as other durations

involved in a surgical block (p.e., cleaning time) are considered random vari-

ables with normal probability density function. Considering some probabilistic

concepts, quadratic constraints are included in N-MIQCP model to prevent the

scheduling of blocks with a high risk of exceeding the available time. Moreover,
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the objective function is composed by two balance terms, the first one tries to

maximize the occupation rate of the ORs while the second one penalizes the

disorder of the patients scheduled.

Two heuristic methods for solving the N-MIQCP problem are proposed

in Sec. 5.3.3. Moreover, they are compared (Sec. 5.3.4) with other chance-

constrained approaches in bibliography [62, 34]. The results conclude that the

best schedulings are achieved using our Specific Heuristic Algorithm (SHA)

due to similar occupation rate than using other approaches are obtained but

our SHA respects much more the order of the patients in the waiting list.

In chapter 6 the combined scheduling of elective and urgent patients is

considered. A 3 steps approach is proposed in Sec. 6.3. In the first step, the

elective patients are scheduled for a target Elective Surgery Time (EST) in

the ORs, trying to respect the order of the patients on the waiting list. In the

second one, the urgent patients are scheduled in the remaining time ensuring

that an urgent patient does not wait more than 48 hours. Finally, in the third

step, the surgeries assigned to each OR (elective and urgent) are sequenced in

such a way that the maximum time that an emergency patient should wait is

minimized. Considering realistic data of the OSD in the LBH and following

the simulation methodology explained in Sec. 6.4, different policies of time

reserved in the ORs for elective and urgent patients are evaluated in Sec. 6.5.

The results show that all ORs must be used to perform elective and urgent

surgeries instead of reserving some ORs exclusively for one type of patients.

Finally in chapter 7 a software solution for surgery service management

is given. First a Decision Support System for elective surgery scheduling is

proposed in Sec. 7.1. The DSS use as core the SHA for the scheduling of

elective patients, but it has other features related to the management of a

surgery department. In Sec. 7.2 a software tool called CIPLAN which is based

on the DSS is explained. The software tool has a friendly interface which

has been developed in collaboration with doctors in the OSD of the LBH. A

real case study comparing the scheduling using the manual method with the

scheduling obtained by using CIPLAN is discussed in Sec. 7.3. The results

show that 128.000 euros per year could be saved using CIPLAN in the OSD

of the LBH. Moreover, the use of the tool allows doctors to reduce the time

spent in scheduling to use it medical tasks.

The contributions of this thesis can be summarized in the following items:
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• A set of abstractions, relaxations and modifications that allows to obtain

formal subclasses of Petri Nets (S4PR and DSSP) from SWN modeling

healthcare systems are given in Chapter 2 (a first publication on the

topic [20])

• A buffer pre-assigment method to ensure the liveness of some DSSP

systems is provided in Chapter 3 (a first publication on the topic [19])

• A general approach for liveness enforcement on non live DSSP systems

is given in Chapter 4 (a first publication on the topic [18])

• Three different mathematical programming models for scheduling of elec-

tive patients trying to obtain a given occupation rate at the same time

that respect the order of the patients are proposed in Chapter 5. More-

over three different heuristic methods are evaluated and compared con-

sidering realistic data from HSD of the LBH (a first publication on the

topic [21] and [17])

• A chance probability constrained problem (N-MIQCP) for scheduling of

elective patients and a Specific Heuristic Algorithm that allows solving

large instance in reasonable time are proposed in Chapter 5 (a first pub-

lication on the topic [15] and [16])

• A three step approach for the combined scheduling and the sequencing of

elective and urgent surgeries is proposed in Chapter 6 (a first publication

on the topic [22])

• A DSS for scheduling of elective patients implemented in a Software tool

called CIPLAN is given and testing with a real case study in Chapter 7

(a first publication on the topic [15] and [16])

This thesis is structured as follows: in Chapter 1 basic definition and pre-

vious concepts related to Petri Nets are given. Moreover, previous results that

will be used as a starting point are recalled. In Chapter 2 a methodology

for obtaining formal subclasses of Petri Nets (S4PR and DSSP) from SWN

modeling healthcare systems is given. In Chapter 3 a buffer preassignment

method for ensuring liveness in DSSP system is proposed. A more general

method based on two-level nets for liveness enforcement of DSSP system is
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explained in Chapter 4. Mathematical programming models and heuristic so-

lutions methods for scheduling of elective patients are discussed in Chapter

5. The combined scheduling of elective and urgent patient is approached by a

three-step methodology in Chapter 6, discussing different policies of OR time

reservation. Chapter 7 gives a DSS for the management of surgical service.

Moreover, a software tool based on the DSS (called CIPLAN) is explained and

analyzed by a real case study. Finally, the concluding remarks are given.





Part I

Modeling and analysis in

hospitals by the use of clinical

pathways

9





Chapter 1

Preliminary: Petri Nets and

previous results

Summary

This chapter introduces some basic definitions and concepts related to (dis-

crete) Petri Nets. Classical results that will be used afterward are recalled.

Moreover, some subclasses of Petri Nets (S4PR and DSSP in particular) which

are useful for modeling healthcare systems are detailed here. Finally, a method-

ology previously proposed for obtaining Stochastic Well-Formed Nets modeling

healthcare systems is shown. The results derived from this methodology are the

starting point for the next chapter. This chapter is based on [25, 68, 56, 66, 6].

11
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1.1 Petri Net

Petri nets are a well-known formalism to deal with discrete event systems [25].

Discrete event systems that are characterized as being concurrent, asynchronous,

distributed, parallel, nondeterministic, and/or stochastic can be modeled and

analyzed by means of Petri nets. As a graphical tool, Petri nets can be used

as a visual-communication aid similar to flow charts, block diagrams, and net-

works. In addition, tokens are used in these nets to simulate the dynamic

and concurrent activities of systems. As a mathematical tool, it is possible to

set up state equations, algebraic equations, and other mathematical models

governing the behavior of systems.

The reader is assumed to be familiar with Petri nets and for a more deep

introduction the following [63, 25, 49, 24] can be consulted. Here, the basic

ideas are given.

1.1.1 Basic concepts

Definition 1.1. A Petri net system is a pair 〈N ,m0〉, where N is a net,

N = 〈P, T,Pre,Post〉 is a PN. P and T are disjoint (finite) sets of places and

transitions, while Pre and Post are |P |× |T | sized, natural valued, incidence

matrices, and m0 is the initial marking.

A PN can be graphically represented as a weighted bipartite graph. The

nodes are represented by the set of places drawn as circles and by the set

of transitions drawn as rectangles. These nodes are connected with a set of

oriented arcs, each arc can connect a place with a transition or a transition

with a place. Pre[p, t] = w > 0 means that there is an arc from p to t

with weight (or multiplicity) w, and Post[p, t] = w > 0 means that there is

an arc from t to p with weight w. The classical concepts of graph theory, as

connectedness, strong connectedness can be directly applied to PN. For a node

v ∈ P ∪ T , the sets of its input and output nodes are denoted as •v, and v•,

respectively. Each place can contain a natural number of tokens, this number

represents the marking of the place. The initial distribution of tokens is called

initial marking and is denoted, in general, by m0.

A transition t is enabled at m iff for every p ∈ •t,m[p] ≥ Pre[p, t]. The

firing of t in a certain amount α ∈ N, α ≤ enab(t,m) leads to a new marking
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m′ = m + α ·C[P, t], where C = Post − Pre is the token flow matrix and

we say that m′ is reachable from m. This firing is also denoted by m[t(α)〉m′

or by m0
αt
−→m1.

If m is reachable from m0 through a sequence σ, a state (or fundamental)

equation can be written:

m = m0 +C · σ, (1.1)

where σ ∈ N|T | is the firing count vector, i.e., σ(ti) indicates the times that

transition ti is fired in a sequence σ. The set of all markings reachable from

m0, or reachability set is denoted by RS(N ,m0).

If the number of tokens in a place is always less than or equal to a natural

number, then the place is bounded. A PN system is bounded when every place

is bounded (∀p ∈ P, ∃bp ∈ N with m[p] ≤ bp at every reachable marking m).

1.1.2 Structural concepts

Annulers of the incidence matrix are important because they induce certain

invariant relations which are useful for reasoning about the behavior. Flows

(semiflows) are integer natural annulers of C. Right and left annulers are

called T- and P-(semi)flows, respectively. We call a semiflow v minimal when

its support, ||v||, i.e., the set of its non-zero components, is not a proper

superset of the support of any other semiflow, and the greatest common divisor

of its elements is one.

If y ≥ 0 is such that y ·C = 0 then, every marking m reachable from m0

satisfies: y ·m = y ·m0. This provides a “token balance law”. Analogously, if

x ≥ 0 is such that C ·x = 0, then m = m0+C ·x = m0. That is, T-semiflows

correspond to potential repetitive sequences that bring the system from m0

back to m0.

If x > 0 exists such that C · x = 0, the net is said to be consistent, and if

y > 0 exists such that y ·C = 0, the net is said to be conservative.

Traps and siphons are structural dual concepts with high importance in

the analysis of many net properties as deadlock-freeness. A set of places, Θ,

is a trap iff Θ• ⊆ •Θ. In discrete net systems traps when marked, cannot get

empty. Analogously, a set of places, Φ, is a siphon iff •Φ ⊆ Φ•. One interesting

property is that empty siphons will unavoidably remain empty throughout all

the evolution of the net system.
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1.1.3 Conflicts and structural conflict relations

A conflict is the situation when not all enabled transitions can occur at once.

Formally, t, t′ ∈ T are in conflict relation at marking m if there exist k, k′ ∈ N
such that m ≥ k ·Pre[P, t] and m ≥ k′ ·Pre[P, t′], but m � k ·Pre[P, t] +

k′ · Pre[P, t′]. To fulfill the above condition it is necessary that •t ∩ •t′ 6= ∅.

When Pre[P, t] = Pre[P, t′] 6= 0, t and t′ are in equal conflict (EQ) relation.

This means that they are both enabled whenever one is. By defining that a

transition is always in EQ with itself, this is an equivalence relation on the set

of transitions and each equivalence class is an equal conflict set denoted, for a

given t, EQS(t). SEQS is the set of all the equal conflict sets of a given net.

1.1.4 Liveness and deadlock-freeness

A transition t is live iff it can ultimately occur from every reachable marking,

i.e., for every m ∈ RSut(N ,m0), m′ ∈ RSut(N ,m) exists such that t is

enabled inm′. A PN system 〈N ,m0〉 is live if every transition is live. Liveness

ensures that no single action in the system can become unattainable.

A PN is deadlock-free when any reachable marking enables some transi-

tions. Clearly, deadlock-freeness is a necessary condition for liveness.

A PN is structurally live (deadlock-free) if an initial marking m0 exists for

which the net system 〈N ,m0〉 is live (deadlock-free).

1.1.5 Subclasses of Petri nets

The nets can be classified according to their structure and in this thesis two

different subclasses that are used in Chapter 2 for modeling healthcare systems

are considered.

The class of S4PR nets [68] model cyclic concurrent sequential processes

sharing resources. In S4PR nets modeling healthcare systems the sequential

processes represent clinical pathways that share the hospital resources (beds,

doctors, nurses, test machine, etc). The formal definition is as follows:

Definition 1.2. Let IN = {1, 2, · · · ,m} be a finite set of indices. An S4PR

net is a connected generalized self-loop free Petri net N = 〈P, T,Pre,Post〉

where:
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1. P = P0 ∪ PS ∪ PR is a partition such that:

a) PS =
⋃

i∈IN
PSi

, PSi
6= ∅ and PSi

∩ PSj
= ∅, for all i 6= j. Places of

PS are called process places.

b) P0 =
⋃

i∈IN
{p0i}. Places of P0 are called idle places.

c) PR = {r1, r2, · · · , rn}, n > 0. Places of PR are called resource places.

2. T =
⋃

i∈IN
Ti, Ti 6= ∅, Ti ∩ Tj = ∅,for all i 6= j.

3. For all i ∈ IN , the subnet Ni generated by PSi
∪ {p0i} ∪ Ti is a strongly

connected state machine, such that every cycle contains p0i.

4. For each r ∈ PR there exists a minimal P-Semiflow, yr ∈ N |P |, such that

{r} = ||yr|| ∩ PR,yr[r] = 1, P0 ∩ ||yr|| = ∅, and PS ∩ ||yr|| 6= ∅.

5. PS =
⋃

r∈PR
(||yr||\{r}).

Example 1.3. Let us consider the PN in Fig. 1.1. This net is a S4PR

composed by two subnets (N1 and N2) and 3 resources (r1, r2 and r3).

The set of places is divided as follows:

• Process places → PS = {p1, p2, p3, p4, p5}

• Idle places → P0 = {p01, p02}

• Resource places → PR = {r1, r2, r3}

Condition 3 in Def. 1.2 states that each subnet is a strongly connected state

machine, where every cycle contains the idle place p0i. In Fig. 1.1 the subnets

N1 and N2 are two state machines (each transition has one input and one

output place) which are strongly connected. The net N1 has two cycles, {p01 →

p1 → p2} and {p01 → p1 → p3}, containing the idle place p01. Similarity, the

cycles in N2 are {p02 → p4} and {p02 → p5} which contain the idle place p02.

Condition 4 in Def. 1.2 specifies that for each resource there is a unique

minimal P-invariant whose support is not containing any idle place. In Fig

1.1 the P-invariants yri corresponding to each resource place ri are:

• yr1 = {r1, p2}

• yr2 = {r2, p1, p2, p3, p4}
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• yr3 = {r3, p5}

Finally, condition 5 in Def. 1.2 says that all process places must have as-

signed at least a resource place. Seeing the P-invariants yri it can be checked

that all process places in Fig. 1.1 are covered by at least one resource place.

t1

t2

t3

t4

t5

t6

t7

t8

t9

p1

p2 p3

p4 p5

p01

p02

r1

r2
r3

N1

N2

Figure 1.1: A S4PR net example.

Deterministically Synchronized Sequential Processes (DSSP) [56] are mod-

ular Petri Net (PN) systems composed by a set of state machines PNs (called

also agents) cooperating in a distributed way through asynchronous message

passing. This cooperation is realized through a set of buffers to/from which

the agents consume/produce the items (messages). Considering healthcare

systems, each agent models a clinical pathway while the buffers represent the

information channels. The formal definition of DSSP is as follows:

Definition 1.4. A P/T system 〈P, T,Pre,Post,m0〉 is a DSSP where P =

P1 ∪ P2 ∪ . . . ∪ Pn ∪B, T = T1 ∪ T2 ∪ . . . ∪ Tn, and the following holds:

1. Let Ni = 〈Pi, Ti,Pre[Pi, Ti] ,Post[Pi, Ti] 〉 be a subnet called agent i.

Then, 〈Ni,m0[Pi]〉 is a 1-marked live state machine. Given a node x ∈
⋃n

i=1(Pi ∪ Ti) , I( x) denotes the index of the subnet it belongs to, i.e.,

x ∈ PI(x) ∪ TI(x) .
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2. For every buffer b ∈ B, dest( b) ∈ {1, . . . , n} exists such that b• ⊆

Tdest( b).

3. If t, t′ ∈ p•, where p ∈ Pdest( b) , then Pre[b, t] = Pre[b, t′].

Example 1.5. Let us consider the PN in Fig. 1.2. This net is a consistent

and conservative DSSP composed by:

1. Two agents N1 and N2, each one having two T-semiflows. In particular,

N1 has x1 = t1 + t2
∗ and x2 = t3 + t4 while N2 has x3 = t5 + t6 and

x4 = t7 + t8.

2. Two pairs of buffers (b1, b2) and (b3, b4) in consumption - production

relation.

Condition 1 in Def. 1.4 imposes that each agent is a 1-marked live state

machine. In Fig. 1.2 the subnets N1 and N2 are state machines with only a

token.

Condition 2 in Def. 1.4 defines the buffers as private destination, this means

that a buffer can only have output transitions in one agent. In Fig. 1.2 buffers

b1 and b3 are private destination of N1 while buffers b2 and b4 are private

destination of N2.

Finally, condition 3 in Def. 1.4 imposes that a buffer never constraints

internal choices of its destinations. The conflicts in the net of Fig. 1.2, {t1, t3}

and {t1, t7}, are not constrained by the buffers.

1.1.6 Rank theorem in DSSP

For DSSP, rank theorem gives a necessary and sufficient condition to charac-

terize the structural liveness [66, 55].

Theorem 1.6 (Rank Theorem). [65] Let N be a conservative DSSP net. A

marking m0 exists such that 〈N ,m0〉 is a live DSSP iff N is consistent and

rank(C) = |SEQS| − 1. �

∗In this thesis we use the multi-set notation for vectors. For example, x1 = t1 + t2
is a vector with the only elements different by zero corresponding to t1 and t2. Here,
x1 = [1 1 0 0]T .
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t1

t2

t3

t4

t5

t6

t7

t8

p1

p2

p3 p4

p5
p6

b1 b2 b3 b4

N1

N2

Figure 1.2: Motivation example: A not live DSSP net

Example 1.7. Let us consider the PN in Fig. 1.2. This net is a consistent

and conservative DSSP where the set of all equal conflict sets is: SEQS =

{{t1, t3}, {t2}, {t4}, {t5, t7}, {t6}, {t8}}. The net does not fulfill the rank theo-

rem: | SEQS | −1 = 5 6= rank(C) = 6. According to Th. 1.6 it is structurally

not live. The net will reach a deadlock marking when the EQs in both subnets

will be solved by firing the T-semiflows whose consumption buffer is empty. For

the marking in Fig. 1.2, by firing x2 in N1 in parallel with x3 in N2. In partic-

ular, the sequence t3t5 will lead to the deadlock marking m′ = p3+p5+ b1+ b4.

In Chapters 3 and 4 two different approaches to force liveness in non-live

DSSP systems are given.

1.2 Previous work: clinical pathways assessment

In [6] a modeling methodology based on clinical pathways was proposed for

hospital assessment. This methodology is based on modeling clinical path-

ways associated with the cure of different diseases and medical problems in

the hospital. The mentioned methodology obtains Stochastic Well-formed Net

(SWN) modeling healthcare systems. In Chapter 2, we propose a set of re-
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laxation, abstraction and modification that applied to SWNs, allows to obtain

simpler structures for analyzing different facets of the system.

They propose a very simple graphical modeling language based on a small

number of primitive elements through which the medical doctors could intro-

duce a clinical pathway for a specific disease. Three essential aspects related

to a clinical pathway can be specified in this language: (1) patient flow; (2)

resource utilization; and (3) information interchange. This high-level language

is a domain specific modeling language called Healthcare System Specifica-

tion (HSS), and it is defined as an Unified Modeling Language (UML) profile

[31, 59, 60]. The domain model can be represented graphically with a class dia-

gram. In the context of healthcare systems two views are considered: structural

and behavioral. The first one is related with the specification of the hospital

assets (beds, operation rooms, patients information, etc) while the second one

is concerned with the specification of the clinical scenarios, that is, the set of

clinical pathways that compose the system.

Clinical pathways are modeled by activity diagram that represent the flow

of activities through the nodes. Notice that the elements of the UML activity

diagram ensuring the parallel execution of activities are not included, limiting

the systems that can be modeled. In particular, the modeling methodology

proposed can be used to model the flow of treatments, medical tests and cures

that a patient should follow according to the clinical pathways in order to get

healthier. Other aspects, as for example decisions of different medical test

that can be taken in parallel are not possible to model. The motivation of

not using these elements is to provide a modeling language with the smallest

set of primitives that: (i) comply with the requirements of the final users,

i.e., the medical doctors, for the specification of clinical pathways, and (ii)

are easy to learn and use by the medical doctors. As by-product, the formal

models generated with the transformation have well-defined structures, thus

efficient structural analysis techniques can be applied. Nevertheless, this does

not means that the models are sequential, the concurrency is appearing due

to the parallel execution of different clinical pathways competing for common

hospital resources.

The HSS-UML profile is useful to specify the hospital description through

the development of the clinical pathways. However, UML is a semi-formal

modeling language that cannot be used for analysis purposes. In order to be
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able to perform an analysis of the system, a model-to-model (M2M) transfor-

mation was proposed. This transformation is based on a set of rules that are

applied to a UML profile for obtaining a colored Petri Net model, particularly

a Stochastic Well-formed Net (SWN).

In the following of this section, a brief introduction to SWN is given and

the M2M transformation is recalled. For a detailed explanation consult [6].

1.2.1 Stochastic Well-formed Net

Colored Petri nets (CPN) as well as other high-level Petri net formalisms

(e.g., Pr/T nets) are crucial from the point of view of the expressive power

of this class of formalisms. The possibility of associating information with

tokens and of parameterizing transition firing made it possible to represent

very concisely systems that would have required huge uncolored nets to be

described. Stochastic Well-formed colored nets (SWN’s) [12] are substantially

identical to CPNs from the expressive power point of view. However, the

syntactic definition of SWN’s leads to new, more efficient analysis algorithms

based on the original concept of symbolic marking. In the sequel we give a

short formal description of the SWN formalism.

A Stochastic Well-formed Net (SWN) [12] is a high level Petri Net N =
〈

P, T, C,D,W−,W+,W h, φ, π,Ω,M0

〉

where:

P is the set of places, T is the set of transitions, C is the set of basic color

classes and D is a function that associates a color domain to each place and

transition of the Net.

As in PNs, places of SWNs together with their marking play the role of

describing the system state while transitions represent events that cause the

state changes. In SWNs a token can incorporate some information, indeed

a token can be regarded as an instance of a data structure with a certain

number of fields whose semantics depend on the place the token belongs to.

The definition of the “data type” associated with each place is called place

color domain. The fields data types are selected from a set of basic types

called basic color classes. The specification of the basic color classes is part

of the net definition. The color domain of place p is denoted C(p). Places

in SWN models represent the state of a (multi)set of possibly distinguishable

objects.
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The transitions in SWNs can be considered to be procedures with formal

parameters. The formal parameters are called transition color domain; their

declaration is part of the net description, and the type associated with each

parameter must be a basic color class. A transition color domain is defined in

the same way as a place color domain. The list of classes in the color domain

defines the type associated with the transition parameters. The color domain

of a transition t (denoted C(t)) is constrained by the color domains of its

input, inhibitor, and output places. The relation between transition and place

color domains is defined through the input, output and inhibitor arc functions

W−,W+,W h.

φ is a function that associates to each transition t ∈ T a guard expression

while Π is the priority function that assigns a priority level to each transition.

Ω is a function that associates to each timed transition a (mean) firing rate. In

order to fire a transition, it is necessary to specify actual values for its formal

parameters. The enabling check of a transition instance and the state change

caused by its firing depend (again) on the arc expressions that label the arcs

connected to the transition. The state change caused by the firing amounts to

subtracting/adding from/to each input output place p the multiset, resulting

from evaluating the corresponding arc expression.

Finally M0 is the initial marking function. A more detailed explanation

can be found in [12]. The notation M(p) denotes the marking of place p, i.e.,

the multiset of C(p) contained in p according to marking M .

Model to model transformation: from UML-HSS to SWN

Using techniques of model to model transformations [50], SWNs models are

obtained from the HSS-UML models. In Chapter 2, a set of relaxations, ab-

stractions and modifications are applied to these SWN in order to obtain par-

ticular facets of the system. The first relaxation applied is a decolorization,

so in the explanation of the M2M transformation we will pay attention to the

obtained net structure in the SWN, but not to the color classes. A detailed ex-

planation of the UML-HSS profile and the M2M transformation can be found

in [6].

Fig. 1.3 shows a motivation example of a treatment where a doctor has to

decide between performing task 1 or task 2 on a patient. Task 1 is performed
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by the doctor and task 2 is performed by a nurse. After performing one of

these two activities, the treatment has finished.

The upper part of Fig. 1.3 shows this treatment modeled by UML-HSS

profile while the downer part of Fig. 1.3 shows the successive steps applied for

obtaining the SWN structure during the model-to-model transformation.

The methodology for transforming UML-HSS profiles into a SWN model

is based on a set of rules that are applied sequentially in three steps following

Alg. 1

Algorithm 1: Model to model transformation algorithm: from HSS-
UML to SWN

1: Step 1. Applying transformations rules R1 to R7.
- Rules R1-R5 transform each node in the AD in a SWN subnet.
- Rules R6 & R7 transform the resources and information channels in

isolated places.
2: Step 2. Composition of the SWN elements generated in Step 1.

- The places with the same label are merged.
3: Step 3. Assignment of resources and manipulation of healthcare

information by applying rules R8-R12.
- R8 & R9 assign and release the resources respectively.
- R10-R12 create, use and reads health information.

Step 1. Applying transformations rules R1 to R7. Rules R1-R5 are applied

to the nodes in the activity diagrams representing the clinical pathways:

• Rule R1 maps the initial node of the activity diagram into a single SWN

place labeled with the activity edge leaving the initial node.

• Rule R2 transforms an action node task A into a SWN subnet composed

by a timed transition with an input and an output place. The label of

the input (output) place is the identifier of the task A in-coming (out-

coming) edge.

• Rule R3 transforms a choice node into two conflicting SWN immediate

transitions.

• Rule R4 transforms a merge node into a SWN subnet that unify alter-

native flows in a place.



1.2. PREVIOUS WORK: CLINICAL PATHWAYS ASSESSMENT 23

a

a

b

b

c

c

d

d

e

e

f

f

task 1 task 2

Docotors

Nurses

a

b c

d e

f

task 1 task 2

Doctors

Nurses

a

b

c

d

e

f

task 1

task 2

Doctors

Nurses

a1

c1

c2

d1

e1

SWN structure

Step 3 (R8-R12)Step 2Step 1 (R1-R7)

R1

R2

R3

R4

R5

R6

R6

R8

R9

R9

R9

R8

task 1 task 2

Initial node

Final node

Action node Action node

Choice node

Merge node

<<ResourceUsageSte>>

{acquire=[Doctor]

acquUnits=[1]

<<ResourceUsageSte>>

{release=[Doctor]

relUnits=[1]

<<ResourceUsageSte>>

{release=[Doctor]

relUnits=[1]

<<ResourceUsageSte>>

{acquire=[Nurse]

acquUnits=[1]

a

b c

d e

f

<<ResourceUsageSte>>

{release=[Nurse]

relUnits=[1]

UML-HSS

Figure 1.3: A simple motivation care example modeled by UML-HSS and
transform to SWN structure.
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• Rule R5 maps the final node of the activity diagram into a single SWN

place label with the activity edge incoming the final node.

Rules R6 and R7 are applied to the class diagram modeling the available

resources and the healthcare information.

• Rule R6 maps a resource type into a single SWN place.

• Rule R7 maps a healthcare information type into a single SWN place.

Step 2. Composition of the SWN elements generated in Step 1. In this

step, the SWN places with common labels are merged. The result after per-

forming this composition is a set of SWN subnets and a set of isolated places.

Each subnet represents the control flow of the patients according to a clinical

pathway while the isolated places represent the resources and the healthcare

information channels.

Step 3. Assignment of resources and manipulation of healthcare infor-

mation. Clinical pathways are modeled by UML activity diagrams and there

are some edges in these activity diagrams interacting with resource type and

health information types. Resources can be assigned and released (rules R8

and R9) while health information can be created, used and read (rules R10-

R12). When in the activity diagram an edge j interacts with one of these types

(resource or information), in the SWN a place and an immediate transition

are added before the place labeled as j. The new added transitions have arcs

(according to rules R8-R12) from/to the places mapped by rules R6 and R7.

• Rule R8 assigns a resource. In the SWN an arc is added from the place

representing the resource type (mapped by R6) to the transition.

• Rule R9 releases a resource. Similar to rule R8, but with the arc from

the transition to the place representing the resource.

• Rule R10 creates a health information. In the SWN an arc is added

from the transition to the place representing the health information type

(mapped by R7).

• Rule R11 uses a health information. In the SWN an arc is added from

the place representing the health information type (mapped by R7) to

the transition.
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• Rule R12 reads a health information. In the SWN a bidirectional arc is

added between the place representing the health information type and

the transition.

1.3 Discussion

Petri Nets constitute a family of formalisms appropriate for modeling discrete

event systems (systems in which state variables take discrete values from a set

that can be counted, not necessarily finite). Its distributed state is a vector

of non-negative integers. This is an important advantage over other modeling

formalities of discrete systems, such as automata, where the state space is a set

of unstructured symbols of global states. This property has been exploited to

develop very diverse analysis techniques that do not require the enumeration

of the state space (structural analysis). From a modeling perspective, a key

feature of the PN is their capacity for graphic representation and visualization

of the model. In this thesis, PNs will be used for modeling and analysis of

healthcare systems, particularly the subclasses of S4PR and DSSP nets. In this

chapter, basic definitions and concepts related with PN are given. Moreover

a methodology [6] to model healthcare systems using Stochastic Well-formed

Nets (SWN) is recalled. This methodology will be used as a starting point in

the next chapter.





Chapter 2

From healthcare system

specification to formal models

Summary

A domain-specific modeling language called Healthcare System Specifications

(HSS) is used for developing clinical pathways. It was also proposed a model

to model transformation which obtains from pathways HSS specification, a

Stochastic Well-formed Net (SWN). The SWN has the capacity to model the

complex healthcare system, however, it is hard to perform qualitative and

quantitative analysis in this kind of nets. This chapter presents a set of relax-

ations, abstractions and modifications to be applied in the SWNs in order to

obtain subclasses of Petri Nets in which formal analysis can be performed. In

particular, we obtain nets belonging to the following classes: S4PR and DSSP.

The first one can be used to analyze the shared resources of the hospital while

the models in the second class allow managing the interchange of information

between clinical pathways. The results in this chapter have been published on

[20].

27
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2.1 Motivation

2.1.1 Clinical pathways

A clinical pathway [37] is a set of medical activities (tasks) and medical deci-

sions that must be followed to cure a disease. They are protocolized and must

be developed and approved by medical staff in the hospitals. In this way, the

use of clinical pathways protect medical doctor against legal issues, although,

any deviation must be well justified. From the patient’s point of view, the use

of clinical pathways standardizes the process of curing a disease. Regardless

the doctor, all patients with the same pathology and conditions follow the

same clinical process.

To carry out each task or activity in a clinical pathway some resources

could be required. A correct assignment and release of the resources is desired

to have benefits in the implementation of the clinical pathways. Moreover,

considering the interconnection of clinical pathways sharing resources, non-

desired behaviors could appear in the system. To verify the correct usage

(assignment and release) of the resources it is necessary the use of formal

models allowing to study the behavior of the system.

2.1.2 Starting point

In [6] a new methodology to describe healthcare system (mainly hospitals)

was proposed. This methodology (recalled in Sec. 1.2) is based on modeling

clinical pathways associated with the cure of different diseases and medical

problems in the hospital. First, a UML profile called HSS is used to specify

the hospital description and then a model-to-model (M2M) transformation is

applied to obtain SWN from the HSS-UML profile.

Considering state-based techniques or event simulations, the SWN model

can be used to estimate performance indicators in the hospital. Many software

tools exists for the analysis of the colored Petri net models, e.g., CPN tools

[72], TimeNet [73] or GreatSPN [57]. However, due to the state explosion

problem, the techniques based on exploring the state space could be difficult

to apply. On the other hand, the techniques based on event simulations could

require a lot of time.
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2.1.3 Facets of the healthcare system

In order to overcome this time and space problems, in this chapter, we define

some relaxations, abstractions and modifications for obtaining formal sub-

classes of Petri Nets in which net-level analysis techniques can be applied.

These new system abstractions are called facets and each one captures some

relevant aspects of the system behavior.

The SWN is suitable for representing the multifaceted-nature of a com-

plex healthcare system. In this chapter two important facets and their formal

models are identified:

• Resource management facet which we prove to belong to the class of

S4PR net model and it is focused on the resource competition.

• Handshake between clinical pathways facet. The formal model considered

for this facet is a DSSP which studies the cooperation between clinical

pathways.

The chapter is organized as follows: Sec. 2.2 gives the methodology to get

the proposed facets, moreover it is proved that the formal models obtained

are Petri Net of classes S4PR and DSSP respectively. Sec. 2.3 shows a case

application where from a SWN, the facets of the system are obtained. Finally,

Sec. 2.4 discuss the chapter.

2.2 Relaxations, abstractions and modifications

to get Formal Models

Public healthcare systems are complex due to their structure and their large

size. Moreover, there are different groups of people (patients, doctors, man-

agers, government, etc) with different interests, expectations and visions of

the healthcare system. The most relevant aspects of the behavior of the sys-

tem for each one of these groups (stakeholders) are called facets. The SWN

models, generated from the UML-HSS specifications, allow to represent the

multifaceted nature of healthcare systems. However, it is difficult to obtain

qualitative and quantitative properties in these models. The methodology
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proposed here is based on some relaxations (Re), abstractions (Ab) and mod-

ifications (Mo) that are applied to SWN models in order to obtain formal

subclasses of PN representing particular facets of the system. The proposed

Re, Ab and Mo are illustrated in Fig. 2.1 and they are explained in the fol-

lowing subsections.

2.2.1 Resource management facet

To analyze the use of resources in healthcare systems, we propose a procedure

composed by Re1, Mo2, Ab3 and Mo4 that are sequentially applied to the SWN

model. The result is a Petri Net of class S4PR (Def. 1.2) where qualitative and

quantitative analysis can be performed. The steps necessary to get a S4PR

from a SWN net are as follows:

Re1 : Decolorization. SWNs are colored PN where each place has as-

signed a color domain. The first relaxation proposed is a decolorization of the

SWN model. Decolorization consist on removing the differences between indi-

viduals making them indistinguishable. So, all places added by applying rules

[R1]-[R12] will not have any color domain assigned and all arcs inscriptions

are removed. This decolorization removes customized synchronization gener-

ated by rule R11 where a given patient could require health information of

herself. This synchronization is also lost by decolorizing rule R12 which reads

information of a given patient.

Mo2 : Strongly connected subnets. In order to have strongly con-

nected subnets, fusion of places representing the initial and final nodes (mapped

by rules [R1] and [R5] respectively) is performed. This modification imposes

that a patient is returning to the initial place once she/he is completing the

clinical pathway. Since Re1 makes all patients indistinguishable, each time

that a token starts a clinical pathway, it can be considered a new patient.

Notice that if in the UML-HSS specifications, resources are acquired at the

output of the initial node, the place to be merged is not the place that repre-

sents the initial node, but the previous place without resources assigned. For

example, in downer part of Fig. 1.3 the places to be merged will be a1 with f.

Ab3 : Abstraction of information interchange. Places modeling the

healthcare information are removed together with the connected arcs. These

places model the message channels and, from the usage of resources point of
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in order to obtain different facets of the healthcare system
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view, can be ignored.

Mo4 : Adding virtual resources. A new place modeling a virtual re-

source is added. This resource must be used in all steps of each clinical path-

way. So, in each clinical pathway, this resource is assigned at the beginning

(output transitions of the merged places in Mo2 ) and it is released at the end

(input transitions of merged places in Mo2 ). This resource can be seen as an

identification bracelet given to the arrived patient. Assuming that the new

added place has an initial marking sufficiently high, the new virtual resource

will not compromise the performance of the system.

Lemma 2.1. Let Σ be a healthcare system modeled according to the UML-

HSS specifications given in Sec. 1.2. Let Σ′ be the SWN system obtained by

applying to Σ the M2M transformation rules described in Alg. 1. Let Σ1 be the

net system obtained by applying Re1, Mo2, Ab3 and Mo4 to Σ′, then Σ1 is a

Petri Net system of S4PR class.

Proof. Lemma 2.1 is proved showing that the resulting net N1 fulfills all con-

ditions of Def. 1.2.

Condition 3 of Def. 1.2 states that a S4PR net is composed by a set of

strongly connected state machines. In the UML-HSS profile, each clinical

pathway is modeled by an activity diagram. It is composed by an initial node

connected with a final node trough one or more alternative paths. Notice that

parallel execution of activities and synchronization are not allowed in UML-

HSS specifications (only decisions and joins are allowed). A SWN subnet for

each activity diagram (clinical pathway) is obtained after applying Step 1 and

Step 2 of Alg. 1. These subnets have the structure of state machines (each

transition has a unique input and a unique output place). Step 3 of Alg. 1

transforms some places p of the previously generated SWN subnets into se-

quences pi → t → p which do not affect the state machine structure of the

subnets. By relaxation Re1, the color domain of the places and all arc inscrip-

tions are removed. Modification Mo2 transforms each subnet in a strongly

connected net by fusion of the initial place with the final one. Therefore, in

the resource management facet, each clinical pathway of the healthcare system

is modeled by a strongly connected state machine.

Condition 1 of Def. 1.2 states that the set of places P = P0 ∪ PS ∪ PR of a

S4PR net is a partition such that: PS is the set of process places, P0 is the set
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of idle places while PR is the set of resource places. In each strongly connected

state machine, the idle place is the merged place obtained after modification

Mo2. The other places in each state machine are process places. Finally the

resources places are the places mapped by rule R6 (M2M transformation) and

the new virtual resource place added by modification Mo4. Notice that places

generated by R7 (healthcare information places) are removed by abstraction

Ab3.

Condition 2 of Def. 1.2 says that the set of transitions is composed by the

union of transitions belonging to each strongly connected state machine.

Condition 4 of Def. 1.2 specifies that for each resource there is a unique

minimal P-invariant whose support is not containing any idle place. In the

UML-HSS profiles, the resources are assumed to be no consumable, so they

are assigned for performing one or more activities and released when these

activities have finished. The places modeling the set of activities for which

a given resource is required together with the resource place compose the P-

invariant of the mentioned resource. The idle place models the state of patients

who are waiting for starting a clinical pathway, so these idle places never have

assigned resources.

Finally, condition 5 of Def. 1.2 says that all process places must have as-

signed at least a resource. Modification Mo4 adds a virtual resource which is

assigned to all steps in each clinical pathway, so all process places have assigned

at least the added virtual resource.

The net in the system obtained for resource management facet fulfill all

conditions in Def. 1.2, so it is proved to be a S4PR net.

Using this facet it can be studied the utilization of the resources. Net level

techniques for deadlock analysis, prevention and avoidance have been studied

in literature for S4PR [67]. Besides, has been observed that a more correct

assignment and release of the resources is achieved when rule R9 is applied

before rule R8. In this way, if an edge of a clinical pathway in the UML-HSS

profile require and release resources, in the SWN and consequently in the S4PR,

first the resources are released and then the resources are acquired. Fig. 2.2

shows an illustrative example where rules R8 and R9 are applied in different

order. Option 1 applies first rule R8 and then R9 while option 2 considers first

rule R9 and then R8. Structure obtained by option 1 could result in deadlock
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Figure 2.2: Differences between the net structures obtained depending on the
order that rules R8 and R9 of the M2M transformation are applied.

situations easier than option 2 due to the need of acquiring resource r2 before

releasing r1.

2.2.2 Handshake between clinical pathways facet

In addition to resource sharing, clinical pathways also interact between them

through the use of healthcare information, particularly by medical records. In

this facet, only the flow of patients and the interchange of health information

is considered. This facet is obtained from the SWN by a similar procedure

that in the previous facet. The first two steps, Re1 (decolirazation) and Mo2

(strongly connected subnets) are the same. Then, a new abstraction (Ab5 )

and modification (Mo6 ) are applied:

Ab5 : Abstraction of resources. Places modeling the resources (mapped

by R6) are removed together with the connected arcs. These places model the
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availability of resources and from the information interchange point of view

can be ignored.

Mo6 : Duplicate some information channels. In the case in which

the UML-HSS profile is using or reading from a health information place from

more than one clinical pathway, the corresponding place modeling this health

information channel (mapped by rule R7) is duplicated as many time as clin-

ical pathways are reading or using this information. Moreover, each one of

these duplicated places is transformed in a private clinical pathway destina-

tion by removing the output arcs to transitions belonging to others clinical

pathways. After applying Mo6 the information in a channel can only be read

by one private clinical pathway making the system distributed. For example,

considering Mo6 in last row of Fig. 2.1: place “infor” has output arcs in “clin-

ical path 2” and “clinical path 3”. After applying Mo6 the place “infor” has

been duplicated in two places, each one having output arc only in one clinical

path (2 or 3).

Lemma 2.2. Let Σ be a healthcare system modeled according the UML-HSS

specifications given in Sec. 1.2. Let Σ′ be the SWN system obtained by applying

to Σ the M2M transformation rules proposed in Sec. 1.2.1. Let Σ2 be the net

system obtained by applying Re1, Mo2, Ab5 and Mo6 to Σ′, then Σ2 is a Petri

Net system belonging to the DSSP subclass.

Proof. Condition 1 of Def. 1.4 imposes that each agent is a 1-marked live state

machine. Lemma 2.1 proofs that each clinical pathway is modeled by a strongly

connected state machine after applying to the SWN the relaxation Re1 and

the modification Mo2. The place that must be marked in each state machine

is the merged place resulting from modification Mo2.

Condition 2 of Def. 1.4 states that the buffers are private destination, this

means that a buffer can only have output transitions in one agent. Abstraction

Ab5 removes resource places, so the only places that do not belong to the state

machines and that therefore can be seen as buffers, are the health care infor-

mation places. Modification Mo5 ensures that each one of these healthcare

information places have a unique destination state machine.

Finally, condition 3 of Def. 1.4 imposes that a buffer never constraints

internal choices of its destinations. The healthcare information places (mapped

by rule R7) can be seen as the buffers of the system. Their information can be
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used (rule R11) or can be read (rule R12) by the clinical pathways (agents).

When in the UML-HSS model, an edge j of an activity diagram representing

a clinical pathway reads/uses some information, in the SWN a place and an

immediate transition are added just before the place modeling the edge j (rule

R11 and R12). The information is read/used by an arc from the healthcare

information place to the new added transition. So, a buffer never is assigned

to a conflict transition and in this way never constraints internal choices.

Performance analysis cannot be performed on this facet (DSSP) due to

two reasons: resources are not considered (removed by Ab5), and there is only

1 patient (represented by a token) in each clinical pathway (state machine).

However, this facet is interesting from the point of view of cooperation between

clinical pathways in the information interchange. Properties related with the

behavior of the net can be analyzed, e.g., deadlock free of the net. The anal-

ysis of these properties allows us to check if a communication protocol is bad

designed and consequently a patient can be blocked during a clinical pathway.

The possible errors can be corrected in the DSSP net and these corrections will

be propagated back to be included in the HSS description in order to contain

the correct specification for the stakeholders.

2.3 Case application

In this section, we show a case application where from the SWN model we

obtain the two facets presented in this chapter. The clinical scenario is com-

posed by two clinical pathways that interact between them by competing for

a resource and interchange information. Each one of these clinical pathways

models the workflow of a X-rays team (team A or team B) performing diag-

nostic tests on patients with back or knee illness.

Fig. 2.3 shows the SWN of the scenario to be analyzed. Patients following

each clinical pathway are waiting in places A0 and B0, respectively. Each clin-

ical pathway is composed by two alternative X-rays diagnostic test according

to the type of illness of the patient: knee or back. These clinical pathways

compete for the use of the X-ray diagnostic machine. Moreover, in order to

improve the efficiency of the system, the synchronization of both clinical path-

ways is required in such a way that both teams perform diagnostic tests of
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patient with the same condition: back or knee. The synchronization is based

on the fact that the X-ray machine must be prepared for a type of diagnostic

test. In this way, if two patients with the same condition are consecutively

performed the diagnostic test, the time and cost are reduced.
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Figure 2.3: UML model of two clinical pathways that: i) interchanging in-
formation through places A2B-knee, A2B-back, B2A-knee and B2A-back; ii)
competing for the shared resource X-ray machine.

We consider to extract from the UML in Fig. 2.3, the nets representing the

two facets proposed in Sec. 2.2. First the facet of resource management is mod-
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eled by a S4PR system and then, by a DSSP system, the facet of handshake

between clinical pathways is considered. Fig. 2.4 shows the S4PR system ob-

A0 B0

Knee A Back A Knee B Back B

4 4

m
VR

XR

Figure 2.4: Resource management facet: S4PR system obtained from the UML
in Fig. 2.3 by applying Re1, Mo2, Ab3 and Mo4.

tained from the UML in Fig. 2.3. This net is obtained by applying Re1, Mo2,

Ab3 and Mo4 explained in Sec 2.2.1. First the net is decoloured (Re1 ) by

removing the colour domain of the places and removing the arcs inscriptions.

After this, by applying Mo2 each subnet modeling a clinical pathways is a

strongly connected net. Then places modelling information channels (A2B-

knee, A2B-back, B2A-knee and B2A-back) and their arcs are removed (Ab3 ).

Finally a new virtual resource (place VR) is added to the net (Mo4 ). In this

facet is possible to study the management of the resources and the performance

of the system. In this case there is only one resource (x-ray machine) and the

S4PR net is live.
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A0 B0

Knee A Back A Knee B Back B
A2B-knee

A2B-back

B2A-back

B2A-knee

Figure 2.5: Handshake between clinical pathway facet: DSSP system obtained
from the UML in Fig. 2.3 by applying Re1, Mo2, Ab5 and Mo6.

In Fig. 2.5 can be seen the DSSP system obtained from the UML in Fig. 2.3.

For that, Re1, Mo2, Ab5 and Mo6 (Sec. 2.2.2) have been sequentially applied.

Like in the previous facet, first the net is decoloured (Re1 ) and then a strongly

connected net is obtained (Mo2 ). In this facet, the interest is the communica-

tion protocol, so the place (XR) modeling a resource and its arcs are removed

(Ab5 ). Finally, since each information place (A2B-knee, A2B-back, B2A-knee

and B2A-back) has only output transitions in one clinical pathway, Mo6 does

not introduce changes in the net structure. In this facet is possible to study

the communication protocol between clinical pathways. In particular, applying

structural net-level analysis techniques (rank theorem) it is possible to identify

that this DSSP system is not-live and consequently the communication proto-

col is bad designed. If the clinical pathway on the left, perform the diagnostic

test on a knee-patient (i.e., transition Knee A is fired) and the clinical pathway

on the right perform the diagnostic test on a back-patient (i.e., transition Back
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B is fired), the net reach a deadlock. It happens because the clinical pathways

do not perform the diagnostic test on a patients with the same illness (back or

knee) and consequently they cannot be synchronized. The structural reason

come from the fact that each clinical pathway take independent decision be-

fore they synchronized. Adjustment is based on modifying the communication

protocol so that one clinical pathway takes a non-free decision. That is, a

pathway takes a free decision (the boss) and the other one must assume the

decision previously taken (the follower). Assuming that team A is the boss, the

output arc of the place A2B-knee is pre-assigned to the transition Knee B and

the output arc of the place A2B-back is pre-assigned to the transition Back

B. A formal procedure for liveness enforcement of DSSP net system based on

buffers pre-assignment [19] is explained in Chapter 3.

2.4 Discussion

A healthcare system can be modeled as a set of clinical pathways interacting

between them by sharing resources and interchanging health information. A

Unified Modeled Language (UML) profile called Healthcare System Specifica-

tions (HSS) was proposed to describe healthcare system. Moreover, a model

to model (M2M) transformation was given to obtain Stochastic Well Formed

(SWN) nets from the UML-HSS profile. The SWN models allow representing

the multifaceted-nature of the healthcare system. State based techniques or

event simulations are normally used for their analysis, however, they have fre-

quently time and space problems. In this chapter it is proposed a methodology

based on a set of relaxations, abstraction and modifications that are applied

to the SWN in order to obtain formal subclasses of Petri Nets. In these net

subclasses, structural net-level analysis techniques can be applied to analyze

qualitative properties. Moreover, easier quantitative analysis can be performed

due to the lower size and lower complexity of the resulting nets. Each one of

these subclasses of PN considers a particularity of the behavior of the health-

care system that are called facets. Two facets are obtained in this chapter:

resource management facet and handshake between clinical pathways facet. In

the first one S4PR are obtained while for the second facet Deterministically

Synchronized Sequential Process (DSSP) are considered.



Chapter 3

Buffer pre-assignment method for

liveness of DSSP

Summary

In the previous chapter, a facet of the healthcare systems that studies the com-

munication protocols between clinical pathways was proposed. It was shown

that this facet can be modeled by Deterministically Synchronized Sequential

Processes (DSSP), a particular subclass of Petri Nets. DSSP are composed by

a set of state machines (called also agents) cooperating through asynchronous

message passing. The structure of DSSPs allows strong analytical results,

for example, the rank theorem provides necessary and sufficient condition for

structural liveness. This chapter considers a synthesis problem of liveness en-

forcing. For some particular structures of DSSP in which the rank theorem

does not hold we provide a very easy and intuitive technique based on the

pre-assignment of the buffers in order to ensure that the model becomes live.

The buffer pre-assigment method is given in [19].

41
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3.1 Starting point

3.1.1 Introduction

DSSP are commonly used to model distributed systems composed by coopera-

tive multi-agents [56]. This cooperation is realized by a set of buffers to/from

which the agents consume/produce (partial) products. There exist two con-

straints in the buffer assignment (see Def. 1.4): (1) tokens from a given buffer

can only be consumed by a particular agent and, (2) a buffer never conditions

internal choices of its destination. For healthcare systems, buffers model infor-

mation channels while the agents (state machines) model the clinical pathways

that must be followed by the patients. So, the tokens of these buffers model

the availability or requirement of information to complete a clinical pathway.

Bad design in communication protocols between clinical pathways could

lead to patients “trapped” in the middle of a pathway without the possibility

to continue. This means that a patient cannot continue because some informa-

tion is required and it has not been generated. This situation can be checked

analyzing the DSSP net that models the healthcare system. Our motivation

here comes from the liveness enforcement of non-live DSSP nets. In this way,

bad design communication protocols could be corrected preventing the dead-

lock of the patients.

Structural liveness of DSSP has been studied in literature [56]. Rank theo-

rem (see Def.1.6) gives a necessary and sufficient condition to characterize the

structural liveness [66, 55], but up to our knowledge there exits no solution to

the synthesis problem of liveness enforcement in this setting. The first idea

for liveness enforcement is to use the siphon-based method frequently used in

Resource Allocation Systems [29, 53, 23, 46, 9, 71]. However, we illustrate

that by applying this method to DSSP, the new buffers (corresponding to the

monitor places) in addition of conditioning internal choices of agents will not

be anymore private to agents.

This chapter provides a different method which will keep the restriction of

DSSP that the buffers are private to agents. The basic idea of the proposed

method is that whenever a conflict transition of an agent is fired, at least one

local T-semiflow can be fired until the end. That is, all input buffers of T-

semiflows have enough tokens to fire their transitions. To get this, the buffers

are pre-assigned at the conflict transitions. We show that this is not enough
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and the global T-semiflows should be considered. Moreover, we provide an

algorithm that for some structures of global T-semiflows ensures the structural

liveness of the net system.

3.1.2 Controlling bad siphons in DSSP systems

A well-know method for liveness enforcement of ordinary nets consists in con-

trolling the bad siphons (siphons without any trap). In this method, first the

set of “bad siphons” is computed and then they are prevented to become empty

by using for example, monitor places (as in the case of generalized mutual ex-

clusion constraints [32]).

Definition 3.1. Let Φk = {p1, . . . , pn} be a bad minimal siphon and let pk be

the monitor place that prevents the emptiness of Φk. The following hold:

1. C[pk, tj] =
n
∑

l=1

C[pl, tj]; pl ∈ Φk;

2. m0[pk] =
n
∑

l=1

m0[pl]− 1; pl ∈ Φk.

However, this strategy applied to DSSP results in new buffers (the monitor

places can be seen as new buffers) that in addition to condition the internal

choices of agents may have output transitions in more than one agent. So, by

controlling the bad siphons, the resulting PN is not a DSSP because conditions

2 and 3 of Def. 1.4 are not satisfied.

Example 3.2. In ex. 1.7 was proved (by rank theorem) that the DSSP net

in Fig. 1.2 is non-live. This net is shown with continuous arcs in Fig. 3.1. The

bad siphons in this net are Φ1 = {p1, p3, p2, p6, b2, b3} and Φ2 = {p1, p4, p2, p5, b1, b4}.

The places pm1 and pm2 illustrated by discontinuous circles in Fig. 3.1 prevent

the emptiness of the bad siphons, Φ1 and Φ2 respectively. The new places

(buffers) pm1 and pm2 provide tokens to both agents N1 and N2 losing the

distributedness property of the system.
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t1

t2

t3

t4

t5

t6

t7

t8

p1

p2

p3 p4

p5 p6

b1 b2 b3 b4

N1

N2

pm1
pm2

Figure 3.1: Motivation example: A not live DSSP net with the monitor places
pm1 and pm2 that make the system live

3.1.3 The idea behind of buffer pre-assignment method

If a DSSP is consistent and conservative but the rank condition of the rank

theorem is not satisfied, it is impossible to prevent livelock markings without

losing the class of net. This is due to the constraint that prohibits buffers to

influence internal choices. However, we would like to keep in the controlled net

the second property of Def. 1.4 because of the possible distributed locations of

the agents.

Knowing that the decision should be influenced by the buffers, in this

chapter we propose a technique based on the idea of pre-assigning the buffers

at the transitions in EQ relation. The main idea of this method is to ensure

that when a conflict transition is fired, at least one local T-semiflow that

contains the corresponding conflict transition can be fired completely. The

resulting controlled PN is not a DSSP but only condition 3 in Def. 1.4 (buffers

cannot condition internal choices in the agents) is not satisfied, so the system

remains distributed.
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a) b)

t1 t1

t2 t2

t3 t3

t4 t4

t5 t5

t6 t6

t7 t7

t8 t8
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p2 p2

p3 p3p4 p4

p5 p5
p6

p6

b1 b1b2 b2b3 b3b4 b4

N1 N1

N2 N2

Figure 3.2: Motivation example: a) A not live DSSP net b) Resulting live
system after buffer pre-assignment

Example 3.3. Let us consider the non-live DSSP in Fig. 3.2 (a). After pre-

assigning the buffer, the live system in Fig. 3.2 (b) is obtained. In this net,

we relax the third constraint of DSSP allowing buffers to condition internal

choices. The buffer assignment are advanced from their original transition to

the conflict transitions. For example, the buffer b1 is an input buffer of the

local T-semiflow x1 = {t1, t2} because there is an arc from b1 to t2. Before

applying the buffer pre-assigment (Fig. 3.2 (a)), the local T-semiflow x1 can

start firing t1 although buffer b1 is empty. The firing of t1 could result in a

block of agent N1 if b1 is empty for any reachable marking. In order to prevent

this situation we propose to advance the assignment of buffer b1 from transition

t2 to transition t1. In this way only when b1 has a token, the local T-semiflow

x1 can be fired.

Notice that in Fig. 3.1 all the other buffers have been pre-assigned, i.e., b2 is

pre-assigned to t5, b4 to t7 and b3 to t3. Table 3.1 shows the modifications done

to transform the non-live DSSP into the live net system. The first two columns

indicate the subnet and the T-semiflow in which the modifications have been
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performed. The third and fourth columns are the removed and added arcs.

Table 3.1: Changes in the net in Fig. 3.1 (a) to obtain the net in Fig. 3.1 (b).

Agent T-semiflow Removed arc New arc

N1 x1 = {t1, t2} (b1, t2) (b1, t1)
N1 x2 = {t3, t4} (b3, t4) (b3, t3)
N2 x3 = {t5, t6} (b2, t6) (b2, t5)
N2 x4 = {t7, t8} (b4, t8) (b4, t7)

The DSSP in Fig. 3.2 (a) has a simple net structure (two agents and four

local T-semiflows) where the buffer pre-assignments is immediate and it can

be made in a intuitive way. In the next subsection, we show more complex

DSSP net structures where buffers pre-assignment is not easy to be done, being

necessary to follow an algorithmic methodology.

3.2 Buffer pre-assignment approach

In this section it is given a buffer pre-assignment algorithm that forces the

liveness in some DSSP net structures initially not live. First, some definitions

are given (Sec. 3.2.1), then the pre-assignment from a local vs. a global

perspective is discussed (Sec. 3.2.2) and finally the algorithm is proposed

(Sec. 3.2.3).

The flowchart in Fig. 3.3 shows the steps to follow in order to get a live

DSSP. First, the net structure N must be consistent and conservative. If N

satisfies the rank theorem, there exists a live initial marking m0. On the

contrary, it will be necessary to apply Alg. 2 to obtain an alternative but

live system. However, the resulting net after the application of Alg. 2 is not

necessarily live and an additional step will be required in some cases. In this

chapter we focus only on the definition of the algorithmic methodology and on

the identification of the type of DSSP structures to which the algorithm can

be applied.
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Figure 3.3: Liveness check in DSSP.

3.2.1 Definitions

Before explaining how to pre-assign the buffers, it is necessary to introduce

some notation and some preliminary definitions and results.

In this chapter, we formalize the definition of two kinds of T-semiflows in

a DSSP: local and global.

Definition 3.4. Let N be a DSSP (Def. 1.4) composed by n agents N1,N2, · · · Nn.

A T-semiflow of Ni is called local T-semiflow of agent i while a T-semiflow of

N is called global T-semiflow.

Def. 3.4 states local T-semiflow as those T-semiflows of an agent, i.e.,

without considering the buffers and their arcs. On the contrary, global T-

semiflows are computed considering all places and arcs of the DSSP net.
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Property 3.5. If xg is a global T-semiflow, then it can be written as a linear

combination of two or more local T-semiflows, namely, xg = α · x1 + β · x2 +

. . .+ γ ·xn where α, β, . . ., γ ∈ R≥0 and x1,x2, . . . ,xn are local T-semiflows.

Local T-semiflows are not necessarily global T-semiflows. We consider that

a global T-semiflow is composed by two or more local T-semiflows.

Moreover, for each agent we define a waiting place as a common input place

of all its local T-semiflows.

Definition 3.6. Let Ni be an agent of a DSSP N , let x1,x2, . . . ,xn be the

minimal (local) T-semiflows of Ni and let P̄i =

(

k
⋂

n=1

•||xn||

)

∩ Pi be the set

of common places of the local T-semiflows, where Pi is the set of places of Ni

(i.e., without the buffer places)

• If k = 1 (i.e., in the case of only one T-semiflow) the waiting place

is the marked place at the initial marking (which is unique according to

Def. 1.4).

• If k ≥ 2 and P̄i 6= ∅, place pe ∈ P̄i is called waiting place if there exists

no direct path in Ni from pe to other places in P̄i \ {pe}.

• If k ≥ 2 and P̄i = ∅ there does not exist a waiting place in Ni.

In DSSP structures obtained applying the methodology in Chapter 2, there

always exists the waiting place. This happens because each clinical pathway

defined as HSS profile has an initial and a final node. In the M2M transfor-

mation (R1 and R5) the initial and final node are transformed to SWN places.

Finally, these places are decolored (Re1) and merged in a unique place (Mo2)

from where start all possible paths that can be followed in a clinical pathway.

Example 3.7. Let us consider the DSSP in Fig. 3.4 containing all continuous

and dotted arcs. The DSSP is composed by two agents N1 and N2, both having

4 local T-semiflows. Moreover, the global net has also 4 T-semiflows, all of

them given in Tab. 3.2. Notice that the global T-semiflow x1 is composed by

x5 (local T-semiflow of N1) and x9 (local T-semiflow of N2), i.e., x1 = x5+x9.

Additionally, x2 = x6 + x10, x3 = x7 + x11 and x4 = x8 + x12. Moreover, p1
is the waiting place of N1 due to is the unique common input place of its local
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T-semiflows: p1 = P̄1 =

(

8
⋂

n=5

•||xn||

)

∩ P1. Analogously it can be check that

the waiting place of N2 is p8.

Table 3.2: Local and Global T-semiflows of net in Fig 3.4

Id. Net Tipe Transitions Global

x1 N Global t1-t6 -
x2 N Global t1,t6-t10 -
x3 N Global t11-t16 -
x4 N Global t11,t16-t20 -
x5 N1 Local t1-t3 x1

x6 N1 Local t1, t9, t10 x2

x7 N1 Local t11-t13 x3

x8 N1 Local t11, t19, t20 x4

x9 N2 Local t4-t6 x1

x10 N2 Local t6-t7 x2

x11 N2 Local t14-t16 x3

x12 N2 Local t16-t18 x4

3.2.2 Local vs. global pre-assignment perspective

In the following we show that if the buffers are pre-assigned by looking only at

the local T-semiflows the system could remain non live. Moreover, it will be

necessary to add some arcs from transitions to buffers. The purpose of these

new arcs is to update the marking of a buffer that has been pre-assigned to a

transition of a local T-semiflow and finally this T-semiflow has not been fired.

Let us consider the DSSP in Fig. 3.4. After the pre-assignment of the

buffers, the dotted arcs are removed and the discontinuous ones are added.

In the left part of the net, composed by global T-semiflows x1 and x2, the

pre-assignment of the buffers have been carried out from a local perspective.

This means, local T-semiflows have been pre-assigned without considering the

global ones. Particularly, first the input buffers of the local T-semiflow x5 has
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Figure 3.4: Pre-assignment from a local perspective vs. from a global one

been pre-assigned, then x6, x10 and x9 has been considered. The modifications

performed are as follows:

• x5 → b1 is pre-assigned at t1 ensuring that x5 starts to fire only if b1
has a token. In order to do this, the arc (b1, t3) is replaced by (b1, t1).

Arc (t10, b1) is also added to send back the token to the buffer b1 if the

conflict at p2 is solved through t10.

• x6 → buffer b3 is pre-assigned at transition t10: the arc (b3, t9) is replaced

by (b3, t10).
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• x10 → buffer b4 is pre-assigned at transition t6: the arc (b4, t8) is replaced

by (b4, t6). Arc from t5 to b4 is added.

• x9 → buffer b2 is pre-assigned at t5: the arc (b3, t4) is replaced by (b3, t5).

After the preassigment of x1 and x2 from a local T-semiflow perspective,

the left part of the net can block. This happens if sequence σ = t1t2t3 is fired

at the marking in the figure. Notice that by firing σ, a token is removed from

b1 and a token is created in b2. Now, transitions t1 and t6 never can be fired

since both have input empty places (buffers), i.e., b1 ∈
•t1 and b4 ∈

•t6.

In this case, the non-liveness of ||x1|| and ||x2|| appears because the pre-

assignment of the buffers has been done by ensuring that only local T-semiflows

finish but not global ones.

The right part of the DSSP net in Fig. 3.4 has been pre-assigned from a

global perspective. This means, the local T-semiflows belonging to a global

one are pre-assigned sequentially. Particularly in this case first the local T-

semiflows (x7 and x11) composing the global T-semiflow x3 have been pre-

assigned and then the local T-semiflows (x8 and x12) composing the global

T-semiflow x4. This part of the net is live because it will always be possible to

fire x7 or x11, the local T-semiflows composing x3. Moreover, buffers b7 and

b8 will enable the firing of x8 and x12 (local T-semiflows of x4), although x8

and x12 are also conditioned by the possibility to fire x7 or x11 respectively.

3.2.3 Buffer pre-assignment algorithm

Alg. 2 gives the steps to follow in order to pre-assign buffers in a DSSP. First,

global T-semiflows, local T-semiflows and waiting places are computed. Then,

for each local T-semiflow, the firing sequence of their transitions viewed from

the waiting place is generated. After this, sequentially for each global T-

semiflow xg, the following steps are considered. For each local T-semiflow xl

composing the global one (xg), its input buffers are pre-assigned to the first

transition tk of its firing sequence σl that has not been pre-assigned before. The

firing sequence σll of each local T-semiflow xll containing tk is compared with

the firing sequence σl of the local T-semiflow pre-assigned xl. The comparison

of the sequences σl and σll is made transition to transition from the common
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transition tk. The first transition tp of σll that does not match, will send back

tokens to the buffers pre-assigned.

Algorithm 2: Buffer preassigment in a DSSP net N

1: Compute the set of local T-semiflows (XL), the set of global T-semiflows
(XG) and the waiting places (pe) of the net (N ).

2: Generate the firing sequence σl of each local T-semiflow xl from its pe.
3: for all xg ∈ XG do
4: for all local T-semifow xl composing xg do
5: The input buffers of xl (bi s.t. bi

• ∩ xl 6= ∅) are pre-assigned to the
first transition tk of the sequence σl that has not been pre-assigned before.

6: Let Nj be the state machine to which xl belongs
7: for all local T-semiflow xll belonging to Nj except xl do
8: if tk ∈ xll then
9: σl and σll are compared from tk

10: The first transition tp of σll that does not match, will send back
tokens to the buffers pre-assigned.

11: end if
12: end for
13: end for
14: end for

In the following we show how Alg. 2 is applied to the right part of the DSSP

net (N ) in Fig 3.4. The global T-semiflows, the local T-semiflows and the

waiting places of N have been given in ex. 3.7. Moreover, Tab. 3.2 summarize

the T-semiflows of N . The firing sequence σi of each local T-semiflow xi

starting from the corresponding waiting place pe and the input/output buffers

of xi are:

1. Firing sequences of the local T-semiflows in N1 starting from p1

• x5 ⇒ σ5 = {t1t2t3} =⇒ b1/b2 (input buffers/output buffers)

• x6 ⇒ σ6 = {t1t10t9} =⇒ b3/b4

• x7 ⇒ σ7 = {t11t12t13} =⇒ b5/b6

• x8 ⇒ σ8 = {t11t20t19} =⇒ b7/b8

2. Firing sequences of the local T-semiflows in N2 starting from p8
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• x9 ⇒ σ9 = {t6t5t4} =⇒ b2/b1

• x10 ⇒ σ10 = {t6t7t8} =⇒ b4/b3

• x11 ⇒ σ11 = {t16t15t14} =⇒ b6/b5

• x12 ⇒ σ12 = {t16t17t18} =⇒ b8/b7

First the pre-assignment is performed in x3 and then in x4. The global T-

semiflow x3 = x7+x11, so the input buffer of both local T-semiflow x7 and x11

must be pre-assigned. Let us start with x7, its input buffer b5 is pre-assigned

from transition t13 to the first transition in σ7 that has not been pre-assigned

before (t11). So the arc (b5, t13) is removed and a new arc (b5, t11) is added.

Now, with the purpose to update the marking of the buffer b5 if t11 is fired

but finally the local T-semiflowx x7 is not completely fired, we compare the

firing sequence σ7 with others firing sequences of local T-semiflwos in N1 which

contain t11. The firing sequence σ8 contain transition t11, so σ7 = {t11t12t13}

is compared with σ8 = {t11t20t19} starting from t11. The next transition of the

sequences does not match (t12 6= t20), so an arc (t20, b5) is added. Moreover,

like x7 has been pre-assigned, their transition are removed from other firing

sequences. In this case t11 is removed from σ8.

The modification performed during the preassigment algorithm can be

showed graphically as follows: each color represents the changes in each global

T-semiflow. A circle surrounding a transition indicates that there is an arc

from the buffer of that color to the transition. A line on the transition indi-

cates that the arc goes from the transition to the buffer. In case a transition

is crossed out it means that it has already been pre-assigned. Red color rep-

resents the modification in x3:

• x5 ⇒ σ5 = {t1t2t3} =⇒ b1/b2

• x6 ⇒ σ6 = {t1t10t9} =⇒ b3/b4

• x7 ⇒ σ7 = { t11 t12t13} =⇒ b5 /b6

• x8 ⇒ σ8 = {t11 t20 t19} =⇒ b7 /b8

The pre-assignment of x11, the other local T-semiflow composing x3 (red

color), is as follows:
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• x9 ⇒ σ9 = {t6t5t4} =⇒ b2/b1

• x10 ⇒ σ10 = {t6t7t8} =⇒ b4/b3

• x11 ⇒ σ11 = { t16 t15t14} =⇒ b6 /b5

• x12 ⇒ σ12 = {t16 t17 t18} =⇒ b8 /b7

Once all local T-semiflows composing x3 have been pre-assigned, the global

T-semiflow x4 = x8 + x12 is pre-assigned. The modifications are indicated in

green color.

Pre-assignment method applied to the DSSP in Fig. 2.5

In chapter 2 a clinical scenario composed by two clinical pathways interacting

between them was given. Remember that each one of these clinical pathways

models the workflow of a X-rays team (team A or team B) performing diag-

nostic tests on patients with back or knee illness. The DSSP net modeling the

handshake between clinical pathway facet of the system is shown in Fig. 2.5.

This DSSP is not live due to the fact that each clinical pathway (agent) take

independent decisions before they synchronized.

Let us apply the buffer pre-assignment method in order to force the liveness

of the DSSP system in Fig. 2.5. The resulting live system is shown in Fig.

3.5.

In this net, the buffers have been pre-assigned from their original transi-

tions to the conflict transition of the local T-semiflow. Notice that the initial

marking with token in the places B2A-knee and B2A-back make that team A

takes a free decision between transition knee A or Back A (being the boss)

while team B must assume the decision previously taken by team A (being the

follower).

3.2.4 Limitations of the approach

The pre-assignment method applied by Alg. 2 does not work with general

DSSP structures. In this subsection, we state the DSSP structure net under

which, the application of Alg. 2 leads to a live system. With this purpose, a

special type of global T-semiflows called TSF1 is introduced in Def. 3.8.
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A0 B0

Knee A Back A Knee B Back B
A2B-knee

A2B-back

B2A-back

B2A-knee

Figure 3.5: Resulting system after applying pre-assignment method to system
in Fig. 2.5

Definition 3.8. Let N be a DSSP composed by n agents 〈N1,N2, . . . ,Nn〉. A

global T-semiflow xg is an TSF1 if it fulfills the following conditions:

1. It is a linear combination of two or more local T-semiflows: xg = α ·

x1 + β · x2 + . . . + γ · xl where α, β, . . ., γ ∈ R≥0 and x1,x2, . . . ,xl ∈
⋃

i=1,...,n STF
i
L;

2. xg is composed by maximum one local T-semiflow per agent;

3. ∀b ∈ (•||xg|| ∪ ||xg||
•) ⇒ (•b ∪ b•) ∈ ||xg||.

�

A global T-semiflow of type TSF1 ensures that tokens of their input/output

buffers can only be consumed/produced by transitions belonging to their local

T-semiflows. Moreover, ifN is consistent and conservative, there exists a firing

sequence of their local T-semiflows that allows to fire TSF1 completely. If the

input buffers of all local T-semiflows composing the global one (TSF1) are
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pre-assigned to the first transitions of the sequence viewed from the waiting

place, we are ensuring that:

1. There is an initial marking m0 such that for any evolution of the system,

at least a local T-semiflow belonging to the TSF1 will be enabled.

2. All local T-semiflows of TSF1 will enabled in some evolution of the sys-

tem.

3. Only those local T-semiflows belonging to the TSF1 whose input buffers

have enough tokens to be fired completely, can start the sequence.

Lemma 3.9. Given a consistent and conservativeness DSSP structure in which

all global T-semiflows are STF1, by applying Alg. 2 to all of them, the new net

system is structurally live.

Proof. Let xg be a global T-semiflow of type STF1 defined in Def. 3.8 and let

xi be the local T-semiflows s.t xg = α · x1 + β · x2 + . . . + γ · xn. Applying

Alg. 2 to xg we are ensure that when a pre-assinged transition t ∈ ||xi||

in equal conflict is fired, all transition belonging to ||xi|| can be fired. It is

due that all restriction of ||xi|| has been pre-assigned to transition t. In this

way, always a state machine firing a transition in conflict, can be return to

the initial marking. In addition, the firing of ||xi|| implies that the marking of

b ∈ ||xi||
• increases and consequently other local T-semiflow ||xj|| s.t b ∈

•||xi||

are enabled.

Unfortunately, if a global T-semiflow is not TSF1, then by applying Alg. 2,

the resulting net could remain blocked.

For example, let us consider Fig. 3.6. The structure with the fine and

discontinuous arcs is a DSSP modeling the communication protocol between

preoperative anesthesia tests and the surgery day. It is formed by two agents,

the upper one represents the clinical pathway of the preoperative anesthesia

test while the other one models the surgery day. Notice that different anes-

thesia tests are performed on elective and urgent patients. Furthermore, the

test on elective patients depends on the type of anesthesia that the surgery

requires: local or general. In the surgery day pathway, elective and urgent

surgeries can be performed, moreover, the elective surgeries can be performed

under local or general anesthesia.
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Preoperative
anesthesia tests

General okRequi. Urg req. Urg OkLocal ok

Surgery

Local
test

General
test

Urgent
test

Elective
test

Urgent
surgery

Elective
surgery

Local
surgery

General
surgery

Figure 3.6: Resulting non live system after applying pre-assignment method
to a healthcare DSSP system
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The DSSP structure has five buffers. Two of them representing the re-

quirement of the anesthesia tests on elective (“Requi”) or urgent (”Urg. req”)

patients while the others three represent that a patients has successfully passed

the anesthesia test. Particularly, a token in the place “local ok” (“general ok”

) means that a patient is apt for an elective surgery under local (general) anes-

thesia while “Urg. ok” means that an urgent patient is apt for the surgery.

The DSSP system in Fig. 3.6 is not live because each clinical pathway

(agent) can take independent decision before they synchronized. For example,

from the initial marking, if a preoperative local-anesthesia test for an elective

patient is preformed in the upper agent and then, in the second agent, a elective

surgery requiring general anesthesia try to be perform, the left part of the net

(elective surgeries) is blocked.

Applying the pre-assignment method to the DSSP in Fig.3.6, the discontin-

uous arcs are removed and the grosser ones are added. However, the mentioned

method does not force the liveness in this kind of DSSP structure. Particu-

larly, from the initial marking and performing in the upper agent a preopera-

tive local-anesthesia test a token is consumed from “Requi” place and a token

is produced in the “local ok” place. However, an elective surgery under local

anesthesia cannot be performed in the second agent due to the transition “elec-

tive surgery” is conditioned by the “General ok” place which is empty. So, the

left part of the net (elective surgery) is blocked. In chapter 4 this problem is

analyzed and approached by a new more robust method.

3.3 Discussion

Deterministically synchronized sequential processes (DSSP) are modular sub-

classes of P/T systems used for modeling and analysis of systems formed by

asynchronous cooperating sequential processes. The availability of structural

results represents a crucial advantage for the analysis of net models. Specifi-

cally, by the rank theorem it is possible to analyze the structural liveness of the

DSSP net. In this chapter we studied a synthesis problem of liveness enforce-

ment based on buffers pre-assignment. It is shown that the standard method of

controlling bad siphons will introduce non-private buffers in the model. In some

cases, in particular when the system is physically distributed, this constraint is

desired. We provide an algorithm based on the pre-assigment of buffers in the
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local T semiflows. We show that the pre-assignment must be performed from

a global T semiflow perspective. For a particular global T-semiflow structure

we prove that this pre-assignment ensures structural liveness of the system.

However, for a general structure of global T semiflows, it could be necessary

to execute additional steps after the pre-assignment. Next chapter proposes a

new approach that allows to ensure liveness in more general DSSP systems.





Chapter 4

DSSP liveness enforcement

through a control PN

Summary

In this chapter we provide a more general approach (than buffer preassignment)

for liveness enforcing in non-live DSSP. The method is formalized on two levels:

execution and control. The execution level uses the original DSSP structure

while, for the control level we compute a new net system called the control PN.

This net system is obtained from the original DSSP and has a predefined type

of structure. The control PN will evolve synchronously with the non-live DSSP

ensuring that the deadlock states will not be reached. The states (marking)

of the control PN will enable or disable some transitions in the original DSSP,

while some transitions in the control PN should fire synchronously with some

transitions of the original DSSP. The results in this chapter are available in

[18].

61
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Chapter Nomenclature

N α = 〈Pα, T α,Preα,Postα〉 is a PN

Σα = 〈N α,mα
0 〉 is a PN system

Where,

α =



































d →

c →

cs →

+ →

e →

original (non-live) DSSP system

control system

simplified control system

simplified control system with

control buffers

equivalent controlled system

pe the waiting place of an agent (if exists)

x a T-semiflow

tjch the check transition of a T-semiflow xj (if exists)

T e the set of enabled transitions in N d

T f the set of transitions that can be fired (control

enabled) in N d

Tck the set of check transitions in a subnet N cs
i

of the simplified control net N cs

4.1 Introduction

In the previous chapter we proposed a technique based on the pre-assignment

of the buffers in order to enforce the liveness of DSSP systems. This method

keeps the restriction that the buffers are destination private to agents, so it

remains a distributed model. Unfortunately, this technique is not applicable for

general constructions, where the resulting net after the defined pre-assignment

method could be not live.

4.1.1 A two level approach for DSSP liveness enforcement

In order to provide a more general method to ensure structural liveness of

DSSP, in this chapter we propose a new approach based on two net-system

levels: execution and control.
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1. At the execution level, the original DSSP system evolves conditioned

by the control level. The firing of the transitions in the DSSP system

is constrained by the state (marking) of the control level. In this way,

transitions which may lead to total or partial deadlocks are inhibited.

2. At the control level, we use a net system obtained from the DSSP. This is

called the control PN and its net has a predefined type of structure. The

control PN in addition to inhibit the firing of transitions in the DSSP,

also will evolve synchronously with the DSSP net.

The control policy proposed in this chapter is initially based on two main

ideas: i) a local T-semiflow only can start firing if its input buffers have enough

tokens to fire all its transitions and ii) when the firing of a local T-semilfow

starts, all its transitions must be fired. Furthermore, we present an algorithm

to obtain the control PN from a DSSP. This control PN models the consump-

tion/production relation between buffers and local T-semiflows of the DSSP

in such way that:

• for each local T-semiflow in the DSSP there is a sequence ta → p → tb
in the control PN.

• for each buffer in the DSSP net there is an homologous buffer in the

control PN.

• if a local T-semiflow in the DSSP net consumes/produces items from/to a

buffer, then in the control PN the corresponding sequence consumes/produces

items from/to the homologous buffer.

In order to prove that the proposed methodology makes the DSSP live,

it is necessary to ensure that the control PN is live. Nevertheless, In some

cases this is not true, so we provide another algorithm that forces the liveness

in the control PN by adding new constraints (places). These new places can

be seen as new buffers with only one output transition. Consequently, the

distributiveness of the DSSP systems is preserved.

Finally, we deal with the fusion of the DSSP with the control PN in order

to obtain a unique controlled net system. The resulting net preserves the

distributedness property as well.
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4.1.2 How limitation of pre-assignment method are approached

The liveness enforcement technique for DSSP based on buffer pre-assignment

is not working for general DSSP structures due to the complex relations that

may appear between local and global T-semiflows. In the following the two

main problems (Pb. 1 and Pb. 2) of the pre-assignment method are stated

and illustrated. Moreover, we give an intuition on how these problems will be

approached in the new method.

Pb. 1. If DSSP net N d has not-disjoint global T-semiflows, could hap-

pen that after applying the pre-assignment of buffers, the firing of a local

T-semiflow is conditioned by the marking of a buffer that, in N d, was not

its input buffer. Most frequently this makes the system too restrictive and

consequently non-live.

Example 4.1. Fig. 4.1(a) shows a DSSP N d while Fig. 4.1(b) is the resulting

net after applying the pre-assignment algorithm (Alg. 2). The global and local

T-semiflows of N d are given in Tab. 4.1 from where it is possible to check that

x1 and x2 are not disjoint global T-semiflows (x1 ∩ x2 = {t1, t5}).

Table 4.1: Local and Global T-semiflows of N d in Fig. 4.1(a)

Id. Net Type Transitions Global

x1 N Global t1-t5 -
x2 N Global t1,t5-t8 -
x3 N Global t9-t12 -
x4 N1 Local t1,t2 x1

x5 N1 Local t1,t8 x2

x6 N1 Local t9,t10 x3

x7 N2 Local t3-t5 x1

x8 N2 Local t5-t7 x2

x9 N2 Local t11,t12 x3

In the resulting net in Fig. 4.1(b), b2 has been preassigned to t5, so the

local T-semiflow x7 = t5+ t4 + t3 can only start its firing when b2 has a token.

However, this pre-assignment is also conditioning the firing of the local T-

semiflow x8 = t5 + t6 + t7 since t5 belongs to both x7 and x8. So, in the net
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(a) (b)

t1 t1

t2 t2

t3 t3

t4 t4

t5 t5
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p1 p1
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b1 b1b2 b2b3 b3b4 b4b5 b5

N1 N1

N2 N2

Figure 4.1: Motivation example of problem 1: (a) A non live DDSP net (N d).
(b) The resulting non live net after applying the pre-assignment method in

in Fig. 4.1(b), the firing of the local T-semiflow x8 is conditioned by b2 that

in N d (Fig. 4.1(a)) was not its input buffer. This leads to block the execution

of the global T-semiflows x1 and x2. Particularly, from the initial marking

m0 = p1+p4+b1+b3+b4 and by firing the sequence t1t8, m1 = p1+p4+2b3+b4
is reached. From this marking x1 and x2 cannot fire anymore.

In the approach proposed in this chapter, in order to avoid Pb 1, we obtain

an equivalent control PN in which the local T-semiflows are made disjoint. In

particular, for each local T-semiflow in N d, a sequence ta → p → tb is added

in the control PN. In this way, after the pre-assignment of the buffers in the

control PN, the firing of a local T-semiflow only is conditioned by the buffers
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that in N d were its input buffers.

Pb. 2. In the DSSP net a buffer has to choose between the firing of

different local T-semiflows that subsequently require a synchronization. Only

considering the pre-assignment method, the net could remain non live.

Example 4.2. Fig. 4.2(a) shows a N d where the pre-assignment method does

not work due to Pb. 2. This N d has a global T-semiflow x1 composed by 3

local T-semiflows: x2 = t1 + t2, x3 = t3 + t4 and x4 = t5 + t6. The firing of

x2(x3) consumes a resource from b1 and produces a resource in b2(b3). The

firing of x4 consumes a resource from b2 and one from b3 and produces two

resources in b1. So, x2, x3 and x4 should be fired proportionally.

2 2

(a) (b)

PSfrag

t1t1

t2t2

t3t3

t4t4

t5t5

t6t6

t10t10

p1p1 p2p2 p3p3

p4p4 p5p5

b1b1 b2b2 b3b3

N1N1

N2N2

Figure 4.2: Motivation example of problem 2: (a) A non live N d. (b) The
resulting non live net after applying the pre-assignment method

After applying the pre-assignment method to N d in Fig. 4.2(a), the non-

live net in Fig. 4.2(b) is obtained. Here it can be seen that x1 or x2 can be

fired twice without a firing of x3. Consequently, the resulting net is not live.
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In order to overcome Pb. 2 in the new liveness enforcement approach,

we propose to include in the control PN new buffers that can be seen like

information buffers. The main objective of these new buffers is to force some

global T-semiflows to fire their local ones in the correct proportion. These new

buffers will only have output transitions in one local T-semiflow keeping the

distributed property of the system.

4.1.3 Overview of the proposed approach

Let us approach a new method with the idea of buffer pre-assignment as the

starting point. However, unlike in chapter 3, the pre-assignment here is not

performed in N d, but it is performed in an equivalent control PN denoted as

N c. This N c is obtained from N d and has a predefined type of structure in

which the local T-semiflows are disjoint. The main advantage of performing

the pre-assigment in N c with disjoint local T-semiflows is the fact that the

firing of local T-semiflows will only be conditioned by buffers that in N d were

its input buffers. In this way, Pb 1 of pre assignment method is prevented.

Moreover, we propose to include new buffers (seen as information buffers) that

force some global T-semiflows to fire their local ones in the correct proportion.

These new buffers ensure the liveness of N c preventing Pb. 2.

Alg. 1 Liveness

Step 1 Step 2 Step 3

Control

(Sec. 4.2) (Sec. 4.3) (Sec. 4.4)

N c

N cN c N c
N d

N d

Figure 4.3: Overview of the liveness enforcement methodology

From a high level view (see Fig. 4.3), the proposed liveness methodology

for a non-live consistent and conservative DSSP structure (N d) consists of:

• Step 1: compute the equivalent control PN (N c). N c has a predefined

type of structure and models the consumption/production relation be-

tween the buffers and the local T-semiflows of N d. Sec. 4.2 explains how

N c is obtained from N d by Alg. 3.
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• Step 2: ensure the liveness of N c. To force the liveness in N d system

through N c, the control net Nc must be live. In Sec.4.3 the possible

structures of N c obtained after applying Alg. 3 are characterized. In

some of them, the liveness holds while in others the liveness is forced by

adding some control places (Alg.4).

• Step 3: control policy and systems evolution. N c will evolve syn-

chronously with N d disabling transitions that may lead the system to

livelock. The methodology and behavior is described in Sec. 4.4, basically

consisting in,

– 3.1 Label the transitions of the N c with names of transitions of the

N d. These common labels allow the firing of transitions in the N c

synchronously with some transitions of the N d.

– 3.2 Assign guard expressions to transitions of N d. These guard

expressions are logical conditions based on the marking of N c and

will disable the firing of the transitions that may lead to a livelock.

– 3.3 Events from N d are input signals to N c.

4.2 Construction of the Control PN

In Section 4.1.2 we showed that buffer pre-assignment in a consistent and

conservative DSSP net N d with non-disjoint local T-semiflows (Pb. 1), could

result in non live systems. To prevent this situation, we propose to use an

equivalent control PN (N c) with a predefined type of structure in which the

local T-semiflows are made disjoint. The objective is to pre-assign the buffers

in N c, so that a local T-semiflow in N c can only be fired if its input buffers

have enough tokens. Subsequently and by means of guard expressions, the

firing of local T-semiflows in N d will be conditioned by the state (marking) in

N c. Both nets will evolve synchronously.

N c is obtained from N d and models the consumption/production relation

that exists between the buffers and local T-semifows of N d. Moreover, N c has

the same number of agents and the same buffers that N d. However, each local

T-semiflow in N d is modeled by an ordinary sequence ta → p → tb in N c.
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Where ta (tb) models the first (last) transition of the local T-semiflow (defined

in the following).

Before giving the methodology to obtain the control PN (N c) from a DSSP

structure (N d), let us state some concepts. For computing N c it is necessary

that all agents composing N d have a waiting place pe (Def. 3.6) from which the

first and last transition of each local T-semiflow can be defined. The existence

of a waiting place for each agent ensures that every cycle (local T-semiflow)

contains a common input/output place (pe) such that pe ∈ ||xi
n||

•
∩ •||xi

n|| for

all T-semiflows xi
n of Ni.

For example, in the subnet N1 of the DSSP net in Fig. 4.1(a) there are

three T-semilows: x4, x5 and x6 given in Tab. 4.1. •||x4|| ∩ P1 = {p1, p2},
•||x5|| ∩P1 = {p1, p2} and •||x8|| ∩P1 = {p1, p3}. So P̄1 = p1 and consequently

the waiting place is p1. However, the net in Fig. 4.4 represents an agent of a

DSSP structure without a waiting place. This net have 3 minimal T-semiflow:

x1 = t2 + t3, x2 = t1 + t4 + t5 and x3 = t6 + t7. The input places of this

minimal T-semiflow are the following: •||x1|| = {p2, p3},
•||x2|| = {p1, p2, p4}

and •||x3|| = {p1, p5}. In this case, P̄i = ∅ and does not exist a waiting place.

t1

t3

t2 t4

t6

t5

t7

p5

p4p3

p2

p1

Figure 4.4: Agent without waiting place

The existence of a waiting place (pe) for an agent Ni allows us to define

the first/last transition of a local T-semiflow xi
l as follows:

1. tlfirst = pe
• ∩ ||xi

l||;

2. tllast =
•pe ∩ ||xi

l||.
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Algorithm 3: Obtain a control PN for a non-live DSSP structure

Require: DSSP structure N d = 〈P d, T d,Pred,Postd〉
Ensure: Control PN N c = 〈P c, T c,Prec,Postc〉
1: for all bi ∈ N d do
2: Add a place pbi to P c

3: end for
4: for all agent Ni of N

d do
5: Add a place pNi

to P c

6: Compute all minimal T-semiflows of Ni and save them to Γi

7: for all xi
l ∈ Γi do

8: Add a transition tlj to T c {representing tlfirst}

9: Add a transition tlk to T c {representing tllast}
10: Add a place pxl

to P c {representing xi
l}

11: Postc[pxl
, tlj] = Prec[pxl

, tlk] = 1
12: Let Tl = ||xi

l||
13: for all bi s.t Pred[bi, Tl] 6= 0 do

14: Prec[pbi , t
l
j]=

∑

t∈Tl

Pred[bi, t] {assign input buffers to tlj}

15: end for
16: for all bi s.t Postd[bi, Tl] 6= 0 do

17: Postc[pbi , t
l
k]=

∑

t∈Ti

Postd[bi, t] {assign tlk to output buffers}

18: end for
19: Pre′[pNi

, tlj] = 1
20: Post′[pNi

, tlk] = 1
21: end for
22: end for

Using Alg. 3, a control PN (N c) is obtained from a non-live DSSP structure

(N d) as follows:

• Steps 1-3: for each buffer bi in N d, a place pbi is introduced in N c;

• Steps 4-5: for each agent in N d, a new place is added in N c;

• Step 6-7: for each agent N d
i , compute all minimal T-semiflows xi

l;

• Step 8-11: for each local T-semiflow xl an ordinary subnet {tlj → pxl
→

tlk} is added in the N c;
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• Step 13-15: If a buffer bi have an output transition in ||xi
l||, then, in N c,

there exists an arc from pbi to the first transition tlj with a weight equal

to
∑

t∈||xi
l
||

Pred[bi, t];

• Step 16-18: In case that a buffer bi have an input transition in ||xi
l||,

then, in N c, there exist an arc from tlk to pbi with a weight equal to
∑

t∈||xi
l
||

Postd[bi, t];

• Step 19-20: the sequences introduced in N c for each xi
l are connected

with the place pNi
as follows: Prec[pNi

, tlj] = 1 and Postc[pNi
, tlk] = 1

In order to reduce the number of local T-semiflows in N d and consequently

the computational complexity of Alg.3, some typical reduction rules [64, 51]

can be applied toN d before computingN c. First, fusion of places and fusion of

transitions must be considered and then, identical transitions can be reduced

to a unique transition.

Definition 4.3. Two transitions t and t′ are identical if Pre[P, t] = Pre[P, t′]

and Post[P, t] = Post[P, t′].

Example 4.4. Let us consider the consistent and conservative DSSP net (N d)

in Fig. 4.1(a). Applying Alg. 3 to N d, the equivalent control PN N c in Fig. 4.5

is obtained. First, since N d has 5 buffers, in N c the places pbi (i = 1, 2, . . . , 5)

are added. Furthermore, since N d has two agents (N1 and N2), the places

pN1
and pN2

are added in N c. After this, we apply steps 7-21 to all minimal

T-semiflows of each agent. Let us consider for example the local T-semiflow

x7 = t5 + t4 + t3 To this T-semiflow, the ordinary sequence {t75 → px7
→ t73}

is added in N c. Since in N d, b2 is an input buffer of x7, in N c there is an

arc from the place pb2 to the input transition t75. In addition, x7 has an output

buffer b1 so in N c there exits an arc from the output transition t73 to the place

pb1. Moreover, since ||x7|| belongs to N2, we add an arc from pN2
to t75 and

from t73 to pN2
. Finally, by applying Steps 7-21 to all local T-semiflows, we

obtain the control PN in Fig 4.5.
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Figure 4.5: Control PN obtained from DSSP structure in Fig. 4.1(a)

4.3 Liveness of the Control PN

The control policy of the proposed liveness enforcement is explained with more

details in section 4.4. Mainly, it is based on the idea that each transition in

the control PN (N c) has associated a transition in the original DSSP structure

(N d). Moreover, a transition in N d can be fired if it is enabled and the

associated transition in N c is also enabled. So, if N d is controlled by a non

live N c could result in a non live system. For that, the liveness of N c is a
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necessary condition. In this Section, first we identify some structures of control

PNs where the liveness is guaranteed (Sec. 4.3.1). Then, in the structures

where the liveness can not be guaranteed, we propose a methodology to force

the liveness of the control PN (Sec. 4.3.2). The diagram in Fig 4.6 shows the

proposed methodology for ensuring or forcing liveness in the Control PN.

NO YES

YES

Reduction rules
(rules 1 & 2)

Alg. 2 Remark 4.13

LIVENESS

Control PN
Simplified Control PN

Set of check
transition

Each      has a        ?
Liveness

guaranteed? Control PN

Control PN
+ control buffers

Simplified Control PN 
+ control buffers

Virtual check tran.

Alg. 2

 

(Sec. IV)

NO

Ensure liveness (Sec. 4.3.1)

Force liveness (Sec. 4.3.2)

x tch

Figure 4.6: Diagram for ensuring liveness in the Control PN

4.3.1 Is it liveness guaranteed in the Control PN?

We identify some particular structures of the control PN where the liveness

can be guaranteed. For these structures, after applying some reduction rules

(that preserve liveness), a consistent and conservative Equal Conflict net is

obtained which always fulfills the sufficient rank condition.

In order to identify if a control PN (N c) has the particular structure that

ensures its liveness, two reductions rules (1 and 2) are applied sequentially.

The resulting net is a simplified control PN denoted as N cs:

Rule 1. The sequences {tlj → pxl
→ tlk} are reduced to a unique transition txl

.

Rule 2. Once the rule 1 is applied, places pNi
are implicit because Prec[pNi

, T ] =

Postc[pNi
, T ] = m[pNi

] and they are removed.

Because in N c a sequence {tlj → pxl
→ tlk} represents a local T-semiflow

of N d, in N cs transition txl
(rule 1) also represents a local T-semiflow of
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N d. Moreover, applying rule 2, places pNi
are removed, so all places in N cs

represent buffers. In this way, N cs is composed of isolated subnets where the

places represent buffers and the transitions represent local T-semiflows of N d.

Moreover, each isolated subnet is formed by T-semiflows that represent global

T-semiflow of N d which have common input/output buffers.

tx4 tx5 tx6

tx7 tx8 tx9

b1

b2 b3

b4

b5

Figure 4.7: Simplified control PN after applying the reduction rules 1 and 2
to the control PN in Fig.4.5

Fig. 4.7 shows the simplified control PN obtained after applying rules 1

and 2 to the control PN in Fig.4.5. It can be seen that this net is composed by

two isolated sub-nets. The one at left corresponding to the global T-semiflows

x1 and x2 (given in Tab. 4.1) which have the common input/output buffer b1.

The subnet at the right corresponds to the global T-semilfow x3

Assumption 4.5. Let N d be a consistent and conservative DSSP structure,

N c the Control PN obtained by applying Alg.3 and N cs the simplified Control

PN obtained by applying the reduction rules 1 and 2.

Lemma 4.6. Let us assume nets N d, N c and N cs under conditions in as-

sumption 4.5. Each isolated subnet of N cs is consistent and conservative.

Proof. Alg.3 preserves in N c the number of agents, T-semiflows and buffers of

N d. Moreover, Alg.3 also preserve in N c the consumption/production relation

between buffers and local T-semiflows that exist in N d. So, if N d is consistent

and conservative, then N c is consistent and conservative. On the other hand,

the reduction rules 1 and 2 do not change the number of tokens consumed and

produced from and to the buffers, so if N c is consistent and conservative, then

each subnet in N cs is consistent and conservative.
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Lemma 4.7. Let us assume nets N d, N c and N cs under conditions in as-

sumption 4.5. If N cs is live, then N c is live.

Proof. This holds because the applied reduction rules (1 and 2) preserve live-

ness property [64].

Lemma 4.8. Let us assume nets N d, N c and N cs under conditions in as-

sumption 4.5. If a subnet N cs
i of N cs does not simultaneously have choices

and synchronizations is structurally live.

Proof. If N cs
i does not simultaneously have choices and synchronizations it

is an Equal Conflict (EQ) net. Moreover, N cs
i is consistent and conservative

(Lemma 4.6). An EQ net, which is consistent and conservative, is structurally

live iff rank(C) = |SEQS| − 1 [65]. These particular EQ nets (without si-

multaneously choices and synchronizations) always fulfill the rank condition

rank(C) = |SEQS| − 1 , so N cs
i is structurally live.

Lemma 4.9. Let us assume nets N d, N c and N cs under conditions in as-

sumption 4.5. If each one of the isolated subnets composing N cs does not

simultaneously have choices and synchronizations the control PN N c is struc-

turally live.

Proof. By Lemma 4.7 and 4.8

So, it is possible to ensure that a Control PN N c is structurally live by

its Simplified Control PN N cs: if each subnet composing the N cs does not

simultaneously have choices and synchronizations, N c is live (Lemma 4.9).

The subnets in the simplified control PN of Fig. 4.7 do not simultaneously

have choices and synchronizations, so it is possible to ensure that its control

PN in Fig. 4.5 is live.

Unfortunately, a subnet of a N cs could simultaneously have choices and

synchronizations and consequently, the liveness of N c cannot be guaranteed.

Next subsection proposes a methodology to force the liveness in these subnets.

4.3.2 Liveness enforcement of the Control PN

Let N d be a consistent and conservative DSSP structure, N c the Control PN

obtained by applying Alg.3 and N cs the simplified Control PN obtained by
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applying the reduction rules (1 and 2). If one of the subnets (N cs
i ) of N cs has

choices and synchronizations:

1. It can not be guaranteed that N cs
i is an EQ net.

2. Even assuming that N cs
i is an EQ net, it can not be guaranteed that the

rank condition is fulfilled.

Therefore, the control PN (N c) could be not live.

In this subsection, we propose a methodology to force the liveness of the

control PN (N c). This methodology is applied to those subnets (N cs
i ) of

the simplified control PN (N cs) where the liveness can not be guaranteed.

Subsequently, the modifications included in each N cs
i are refined to N c.

Recall that each N cs
i of N cs is consistent and conservative (Lemma 12).

So, each N cs
i is composed of one or more T-semiflows covering all transitions.

The basic idea to force the liveness, is to ensure that the transitions are fired

proportionally according to the T-semiflows. In this way, we prevent the freely

chosen of a conflict that subsequently requires a synchronization.

The proposed methodology adds an input place for each transition in con-

flict. The number of tokens in these new places is equal to the number of times

that its output transition can be fired. So, we propose that the initial marking

of the new added places must be equal to the number of times that its output

transition appear in each T-semiflows.

In order to identify when a T-semiflow has been fired completely, we define

the check transition. When this transition is fired, means that the T-semiflow

has finished and all its transitions can be fired again. So, the firing of the check

transition should update the marking of the new added places.

Before giving formally the methodology to adds this new control places

that force the liveness, we show a simple intuitive example.

Example 4.10. The left part of Fig. 4.8 shows the simplified control PN (N cs)

of the DSSP net (N d) in Fig.4.2(a). This net is not live because there exists a

conflict (tx2,tx3) and subsequently a synchronization in transition tx4 (Pb 2).

In the right part of Fig.4.8 the new control buffers ptx2 and ptx3 are added

for controlling the firing of tx2 and tx3. These new buffers constraint to one

the times that tx2 and tx3 can be fired before one firing of tx4.
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2 2

tx4tx4

tx2tx2 tx3tx3

b1b1

b2b2 b3b3

Algorithm 2

ptx2 ptx3

Figure 4.8: Left: simplified control PN of the DSSP net in Fig. 4.2(a); right:
simplified control PN with new added buffers

To know when a global T-semiflow of a subnet composing the simplified

Control PN has been fired completely, we define its check transition (tx4 in the

net in Fig. 4.8). The check transition must belong to a unique T-semiflow and

its firing must produce enough tokens to fire completely the T-semiflow again.

The formal definition is given in Def.4.11.

Definition 4.11. Let N cs
i be a subnet of a simplified control PN N cs, let tjch

be the check transition of a T-semiflow xj ∈ N cs
i and let m = Postcs[P, tjch]

be the marking produced by firing this check transition (tjch). Then the next

conditions must be true:

1. xk(t
j
ch) =

{

1, if k = j

0, if k 6= j

2. From m must be possible to fire the T-semiflow xj and come back to the

marking m (m
xj

−→ m).

If there are more than one transition that fulfill the constraints in Def.

4.11, we should choose a non-conflict transition.

Alg. 4 adds the control places that force the liveness of a subnet N cs
i .

These control places force the liveness by ensuring the proportional firing of

the transition belonging to a T-semiflow. Each new added place only have one

output transition, so the resulting net preserves the distributed property. It is

necessary that all T-semiflows of the sub-nets to which Alg.4 is applied to have
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Algorithm 4: Adds control places in a non live subnet N cs
i (containing

both choices and synchronizations) of the simplified control PN (N c) and
gives the initial marking m0

Require: A subnet N cs
i of the simplified control PN N cs

(N cs
i = 〈P cs, T cs,Precs,Postcs〉)

Ensure: A subnet of the simplified control PN with control places
(N+ = 〈P+, T+,Pre+,Post+〉) and initial live marking m0.

1: Compute the set X of minimal T-semiflow xi in N cs
i

2: for all T-semiflow xi of X do
3: Compute the check transition tich
4: end for
5: Let Tck be the set of check transitions
6: Let Tcn be the set of conflict transitions
7: for all ti ∈ (Tcn \ Tck) do
8: Add a place pti s.t. Pre+[pti , ti] = 1
9: end for

10: for all T-semiflow xi of X do
11: for all tj s.t xi[tj] > 0 and tj ∈ (Tcn \ Tck) do
12: Post+[pj, t

i
ch] = xi[tj]

13: end for
14: end for
15: m0 =

∑

xi∈X

Post+[P+, tich]

a check transition according to Def. 4.11. Alg.4 adds a control place ptj for each

conflict transition tj that is not a check transition tich. The firing of transition tj
is constrained by the new added place ptj : Pre+[ptj , tj] = 1 (Steps 7-9). When

the check transition tich of T-semiflow xi is fired, the marking of the places ptj
that control transition tj belonging to xi are updated: Post+[pj, t

i
ch] = xi[tj]

(Steps 10-14). The initial marking m0 is given by the marking that would be

produced by firing each check transition tich (Step 14).

In Fig.4.9 a possible subnet N cs
i (containing both choices and synchro-

nizations) of a simplified control PN N csis shown in black. This net is com-

posed by two global T-semiflows x1 = 2t1 + 2t2 + t3 + t4 + t5 + t6 + t8 and

x2 = 2t2+t6+t7+t9. Moreover, the control places ptj added by applying Alg.4

are represented in red color. N cs
i without the control places is not live because
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Figure 4.9: A non live subnet of a simplified Control PN plus control places
(red)

there are choices between {t1, t2}, {t3, t4} and {t5, t6, t7} and subsequently syn-

chronizations in t8 and t9 are required (Pb. 2 in Sec.4.1.2). However, after

adding the control places, some places become implicit. Particularly, adding

pt1 and pt2 with m0[pt1 ] = 2 and m0[pt2 ] = 4 the transition t1 can be initially

fired two times and transition t2 four times becoming the place p1 implicit.

Removing p1 (implicit) it is possible to combine pt1 with p2 and pt2 with p3.

Now, the control places pt3 - pt7 make the previous combined places implicit.

Repeating this process iteratively, it is possible to check that the simplified

control PN with the added places is live.

Lemma 4.12. The net (N+) resulting from applying Alg.4 to a non live subnet

N cs
i is live.

Proof. N cs
i is a consistent and conservative PN (Lemma 4.6) where each tran-

sition represents a local T-semiflow of N d and each place represent a buffer.
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The initial marking m0 of the net is equal to the marking produced by firing

of check transitions.

By applying Alg.4, a control place ptj is added for each conflict transition

tj that is not a check transition. These control places limit the firing of conflict

transitions making the original input places of these conflicts to be implicit.

This happens because the firing of check transitions produce,

• in its original output places (buffers), enough tokens to fire completely

the global T-semiflows.

• in the new added places ptj , the exact number of tokens for firing the

conflict transitions tj the times that appears in the global T-semiflows.

If a place that receives tokens by firing of check transitions is not a decision

(i.e., has only one output transition), it can be fused with the output places of

its unique output transition. This procedure can be iterated until the obtained

place is a decision. Moreover, the marking of this place is greater or equal

to the marking of the added places ptj (i.e., constraining the firing of the

transitions in the conflict). In this way, this place is implicit and can be

removed without compromise the liveness of the net. After removing of an

implicit place, its output transitions tj are not anymore in conflict and each

one has only one input place ptj . Starting now with an input place ptj the full

procedure can be iterated and at the end it will be removed being implicit for

the next conflict. Finally, the net structure obtained is composed by the check

transitions connected with one place by a self-loop. So, the resulting net is

live and consequently the original net with the added places (N+) is live.

Alg.4 adds some control places that force the liveness of the simplified

Control PN (N cs). However, the control PN (N c) is the net used on the

control level. So, the new added control places in N cs should be translated to

N c.

Remark 4.13. Considering that the sequence {tlj → pxl
→ tlk} in N c has been

reduced to a unique transition txl
in N cs, for each new control buffer (bs) added

in N cs an homologous buffer (bh) is added in N c as follows:

• Prec[bh, t
l
j] = Precs[bs, txl

]
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• Postc[bh, t
l
k] = Postcs[bs, txl

]

• m0[bh] = m0[bs]

Absence of check transition. The methodology proposed in this sub-

section uses Alg. 4 to ensure the livennes of the subnets (N cs
i ) of the simplified

control PN (N cs). Alg. 4 assumes that for each T-semiflow in N cs
i is possible

to compute its check transition according to Def. 4.11. Unfortunately, this

is not always true, and could exists no check transition for some T-semiflows

in N cs
i . In these situations should be necessary to fix a set of check transi-

tions that together fulfill the conditions in Def. 4.11. However, an automatic

procedure to find the set of check transitions is difficult to fix. One possible

brute force approach for finding the set of check transitions could be to analyze

all possible combinations of the transitions that only belong to the analyzed

T-semiflow. Once the set of check transitions is fixed, a new virtual check

transition can be added. This new transition will be the check transition and

must synchronize the transitions composing the set of check transitions. Fig.

4.10 shows a possible set of check transition ({t1, t2, t3}) and the new virtual

check transition tch.

t1 t2 t3

tch

Figure 4.10: Transformation of the set of check transition {t1, t2, t3} into a
virtual check transition tch
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4.4 Control policy and system evolution

In this section, we propose a control policy that ensures liveness in a DSSP

net (N d) through its control PN (N c). The control policy is initially based on

two conditions:

Condition 1. The firing of a local T-semiflow can only start if all its input

buffers have enough tokens to complete the firing of all its transitions.

Condition 2. When the firing of a local T-semiflow xi
l starts in the agent

Ni, it is not possible to fire transitions that are not support of xi
l until all

transitions of ||xi
l|| are fired.

To achieve that, N c constraint the fireability of the transitions in N d (see

Fig. 4.11) through guard expressions. Each transition in N d has associated

a guard expression. These guard expressions are logical conditions related

with the state (marking) of N c. A transition t ∈ T d can be fired only if the

associated guard expression is true. Of course, to fire t, it is also necessary to

be enabled in N d.

Labelling in Control PN: Each transition in N c is labelled with the

name of a transition of N d. In the process of obtaining N c, for each local

T-semiflow xl in N d we add a ordinary subnet (tlj → pxl
→ tlk) in N c. The

transition tlj/t
l
k is labelled with the name of the first/last transition of xl.

In addition, the place pxl
is labelled with the name of the local T-semiflow

xl. In N c, these labels appear in red color. For example, in Fig. 4.5 the

ordinary subnet t75 → px7
→ t73 is added in N c due to the existence of the local

T-semiflow x7 in N d. Since t5/t3 is the first/last transition of x7, then the

transition t75/t
7
3 is labelled with t5/t3. In addition since the local T-semilow is

x7, the place px7
is labelled with x7

Control policy: A transition t belonging to N d can be fired if it is enabled

(m ≥ Pred[P, t]) and its guard expression is true. The guard expression

associated with t becomes true if at least one of the next conditions is fulfilled

in N c:

• there is a transition labelled as t and it is enabled.

• the marking of a place labelled with the name of a local T-semilow to

which t belongs is equal to one.
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First condition prevents to start the firing of a local T-semiflow whose input

buffers do not have enough tokens. While second condition ensures that if a

local T-semiflow has started, all the guard expressions of its transitions become

true.

Evolution of the control PN: The evolution of N c is synchronized with

the evolution of N d. The events in N d (firing of transitions) are considered as

input signals in N c. When a transition to is fired in N d, then in N c:

• if there exists no transition labelled as to, no transition is fired.

• if there exist enabled transitions labelled as to, one of them must be

fired. The transition that will fire corresponds to the global T-semilow

that will start to fire. Different policy could be defined, in this work we

fire randomly one transition.

Fig. 4.11 shows the control flow diagram of the proposed liveness enforce-

ment approach for a DSSP structure (N d) using a control PN (N c). The

control policy depends on the markings of N d and N c. The marking of N c

inhibits some enabled transitions to be fired in N d if a deadlock could appear.

A transition t is chosen from the set of control-enabled transitions.

Controller
Sel. Event/
Transition

DSSP

Control PN

Input signal (tk)

Event (tk)

enabled
Control

md

mc

T e

T f

N c

N d

Enabled
transitions

transitions

Figure 4.11: Control diagram of a DSSP structure using a control PN

Alg. 5 implements the control policy and the system evolution on a DSSP

net and its control PN.
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Algorithm 5: Control policy and systems evolution on a DSSP net N d

and its control PN N c

Require: A DSSP net N d = 〈P d, T d,Pred,Postd〉, its live control PN
N c = 〈P c, T c,Prec,Postc〉 and the initial markings md

0 and mc
0 of both

nets.
Ensure: A live evolution of N d through N c

1: md := md
0 {initializing the current state in N d}

2: mc := mc
0 {initializing the current state in N c}

3: T e := ∅ {initializing the set of enable transition in N d at marking md}
4: T f := ∅ {initializing the set of transition that can be fired in N d}
5: for all ti ∈ T d do
6: if Pred[P d, ti] ≤ md then
7: T e := T e ∪ ti
8: end if
9: end for

10: for all tj ∈ T e do
11: if the guard of tj is true at marking mc then
12: T f := T f ∪ tj
13: end if
14: end for
15: A transition tk ∈ T f is fired in N d

16: md := md +Cd[P d, tk] {m
d is updated}

17: if There exist a transition labelled as tk in N c then
18: transition labelled as tk is fired in N c

19: mc := mc +Cc[P c, tk] {m
c is updated}

20: end if
21: go to Step 3

Example 4.14. Let N d be the DSSP net in Fig. 4.1(a) and let N c be its

control PN given in Fig. 4.5. Considering the previously explained control

policy, the system evolution of N d and N c is going to be analyzed. To make

reading easier, Fig. 4.12 shows N d and N c together. In N d, transitions t1,

t9, t5 and t12 are enabled, but only t1, t9 and t5 can be fired because in N c

transition labelled as t12 (t912) is not enabled. In this way, only the local T-

semiflows whose input buffers have enough tokens for completing their firing

are allowed to start. Let us assume that t5 is fired in N d:
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• automatically the enabled transition t85 (labelled as t5) has to be fired in

N c.

• Now in N d, the transitions t1, t9, t4 and t6 are enabled.

• In N c transition labelled as t1 (t41 and t51) and t9 (t69) are enabled, so t1
and t9 can be fired in N d. Moreover, in N c the marking of the place px8
labelled as x8 is equal to 1, so transition t6 ∈ ||x8|| can be fired in N d.

However, in N c the marking of the place px7 labelled as x7 is equal to 0,

so transition t4 ∈ ||x7|| cannot be fired. Let us assume that t6 is fired in

N d.

• The firing of t6 in N d does not imply changes in N c because there no

exist a transition labelled as t6 in this net.

The computational complexity of the proposed live enforcement approach is

exponential because it is necessary to compute the set of minimal T-semiflows.

The other steps necessary to obtain the control PN and to force its liveness

can be applied in a polynomial time.

Lemma 4.15. Given a non-live consistent and conservative DSSP structure

N d in which there exist waiting places in all agents N d
i , by applying Alg. 3 a

control PN N c is obtained. Ensuring or forcing the liveness of the control PN

(Alg. 4) and following the control policy on N d and N c described in Alg. 5,

the original DSSP structure is deadlock free.

Proof. In N c obtained by applying Alg. 3 to N d, each local T-semiflow xi
l

is represented by a ordinary subnet til → pxi
→ tik. In addition the buffers

and waiting places are represented in N c. All places that represent the input

buffers of each local T-semiflow xi
l are assigned to til in N c.

The control policy using guard expressions prevents the firing of a transition

inN d if (i) the corresponding labelled transition is not enabled inN c or (ii) the

marking of the place inN c labelled with the same name as the local T-semiflow

(to which belongs) is empty.

First, condition (i) of the guard ensures that only the T-semilows whose

input buffers have enough tokens to finish could fire its first transition tfirst.
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Figure 4.12: Example of the control policy: (a) DSSP net (N d) given also in
Fig 4.1; (b) its control PN (N c) given also in Fig. 4.5

Moreover, once the first transition of a local T-semiflow xi
l has been fired

in N d
i , a transition labelled with the same name is also fired in N c, and con-

sequently a token is generated in the place labelled with the name of the local

T-semiflow. This token ensures that the second condition (ii) in the guard

expression of t ∈ xi
l is true. In this way, only t ∈ xi

l can be fired in N d
i . The

other transitions in the agent N d
i not belonging to the T-semiflow are disabled.

Once all t ∈ xi
l are fired, N

d
i returns to the initial marking by the firing of the

output transition.

The firing of an output transition in N d, implies the firing of a transition

labelled with the same name in N c. The firing in N c increases the marking
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of the places that represents the output buffers of this local T-semiflow. This

new marking of the places that represent the buffers enables the firing of other

local T-semilow that composing global one.

In this way for each global T-semiflow, the control PN enables the firing

of the local ones that have enough tokens in its input buffers. Moreover when

the firing of a local T-semiflow starts, the agent to which belongs has to fire

all transitions of the local T-semiflow and returns to the waiting place.

As the net is consistent and conservative, there exist sequences of firing of

the local T-semiflow belonging to each global one. Using the live control PN,

we are forcing the original DSSP net to follow a correct order and prevent in

this way the deadlock of the agent.

4.5 Improving permissibility and working with a

unique PN

In this section, we propose an easy and intuitive transformation in the control

PN for improving the permissibility of the proposed liveness enforcement ap-

proach. Moreover, in order to be able to work with a unique PN, we provide

the necessary steps to obtain it.

4.5.1 Improving the permissibility

The proposed approach for liveness enforcement is strongly restrictive due to

conditions 1 and 2 stated at the beginning of Sec. 4.4.

In order to reduce the restrictiveness of the approach, we partially relax

condition 1. This relaxation will allow a local T-semiflow to start firing if is

expected that, in a future marking, its input buffers will have enough tokens

to complete it. The relaxation is achieved by a transformation in the control

PN: the production of tokens from the sequences ta → p → tb to its output

buffers is advanced from transition tb to transition ta. In this way, from the

moment that a sequence ta → p → tb fires the first transition ta, the tokens

are produced in the output buffers. These tokens allow that other T-semiflows

can start its firing despite the fact that in the DSSP net the input buffers do

not have enough tokens yet.
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The advance of the token production in the control PN do not compromise

the liveness of the DSSP due to condition 2 stated before is ensuring that if a

local T-semiflow starts its firing, it must be fired completely. So, finally, the

token will be produced in the original DSSP net.

(a) (b)
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t3 t3

t4 t4
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b1 b1

b2 b2
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N1 N1

N2 N2

pN1
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pN2
pN2

pN3
pN3N3 N3

Figure 4.13: A Control PN where: a) the production of tokens is generated
from the last transition of the sequences; b) the production of tokens is gener-
ated from the first transition of the sequences

In Fig.4.13(a) we show a control PN where the production of token to buffer

is generated from the last transition (tb) of the sequences (ta → p → tb) while

in Fig.4.13(b) this production has been advanced to the first transitions (ta).

4.5.2 Composition of DSSP system and control PN system

Our approach is based on obtaining a control PN N c that through guard

expressions limit the firing of transitions in the DSSP net N d. In this way, N c

can be seen as a high level scheduler that guides the firing of transitions in N d.

Having a control PN is a great advantage in the case of complex systems, since

N c gives an overview of what is happening in the system. However, working

with smaller systems could be interesting to have a unique net including N d

and N c. The idea is to impose the same initial conditions (1 and 2) that have

been imposed through the control policy. To achieve this, some modifications
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are made in N d. First, in order that each local T-semiflow has its own “first”

transition, some transitions are duplicated. Then the input buffers of each

local T-semiflow are pre-assinged to its first transitions. Finally, new places

are included in order to “guide” the complete firing of a local T-semiflow when

its first transition has been fired. In the following the steps to obtain this

unique net system are given.

1. Duplicate first transitions. Each first transition belonging to more than

one local T-semiflow must be duplicated as many times as the number

of local T-semiflows to which it belongs.

2. Pre-assignment of the buffers. The input buffers of each local T-semiflow

must be pre-assinged to its first transition.

3. Include new places. For each conflict transition ti (which is not a first

transition), a place pti is added such that pti limits the firing of ti
(Pre[pti , ti] = 1). Moreover, from each first transition (tkj ) of the local

T-semiflows to which ti belongs, there is an arc to pti (Post[pti , t
k
j ] = 1).

4. Obtain the live control PN and ensure or force its liveness. It is necessary

to know if control buffers are needed to force the liveness in the control

PN.

5. Include the control buffers. If control buffers have been introduced to

force the liveness of the control PN, these buffers must be added.

Fig. 4.14 shows the equivalent controlled system N e obtained from apply-

ing Step 1-5 to the non live DSSP system N d in Fig. 4.1(a). The modification

performed are showed in different colors. In step 1 (blue) t1 and t5 have been

transformed in two pairs of transition: {t41,t
5
1} and {t75,t

8
5}. In step 2 (green),

the input buffers of the local T-semiflows has been preassigned to its first

transitions. For example, b2 is an input buffer of x7 pre-assinged to its first

transition t75. Finally, in step 3 (red) for each transition in conflict relation

that is not a first transition ({t2,t8} and {t4,t6}), a new place (pt2 , pt8 , pt4 and

pt6) has been added. Step 5 is not applied because in Step 4 we obtain a live

control PN (Fig. 4.5) without adding control buffers.

In the equivalent controlled netN e of Fig. 4.14, a local T-semiflow only can

start if its input buffers have enough tokens to fire all its transitions. Moreover,
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once a local T-semiflow has started, all its transition are fired. For example,

x8 can only start when its input buffer b3 has a token because b3 has been

pre-assigned to transition t85 . Once x8 has started its firing by transition t85, a

token is produced in pt6 . This token will enable the conflict transition t6 and

will guide the agent to fire the local T-semiflow x8 completely.
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t4 t6
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t41 t51
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p2pt2 pt8

pt4 pt6

t75 t85
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p4

p5

p6 p7

p8

b1

b2 b3

b4

b5

N1

N2

Figure 4.14: Equivalent controlled net (N e) of the non live DSSP system in
Fig. 4.1(a)
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4.6 Discussion

In this chapter we develop a liveness enforcement strategy for DSSP system

initially based on two main ideas: i) a local T-semiflow can start firing only

if its input buffers have enough tokens and ii) when a local T-semiflow starts

firing, then all its transitions must be fired. The permissibility of the method is

improved by a partial relaxation in the first condition stated before: a local T-

semiflow can start firing if it is expected that its input buffers will have enough

tokens in a future marking. Initially, the proposed methodology is formalized

on two levels: execution and control. In the execution level the original DSSP

system evolves conditioned by the control level: each transition in DSSP net

has associated a guard expression which depends on the state of the control

level. In the control level we use a net system obtained from the DSSP structure

called the control PN system. This net has a predefined type of structure

and models the consumption/production relation between buffers and local

T-semiflows of the DSSP net. The disjoint local T-semiflows in the control PN

allows that its firing will only be conditioned by buffers that in the original

DSSP structure were its input buffers. Both net systems, DSSP and control

PN evolve synchronously following a given control/evolution policy. In this

chapter we provide an algorithm to obtain the control PN and a methodology

to ensure or force its liveness. For general DSSP structures in which all agents

have a waiting place, the proposed method ensures the structural liveness of

the control system. Moreover, from the execution (N d) and the control (N c)

net-system a unique transformed net system can be obtained. In this way,

we give the user the possibility to work with a unique controlled net system

obtained by a set of compositions rules. The main advantage of working with

a single system with respect to the method based on two levels (execution

and control) is the reduction of the total number of places and transitions.

However, the method based on two levels allows to improve the permissibility

of the method by relaxing condition (i) and, on the other hand to check the

global state of the DSSP system only with an overview at the control system.

This means that only looking at the control system we can check the actual T-

semiflows that are executing. This is because the control system is a high-level

scheduler of the DSSP system.
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Chapter 5

Elective surgery scheduling under

OR block booking

Summary

This chapter considers the scheduling of elective patients in a surgery depart-

ment of a hospital. We assume an ordered list of patients that should be

scheduled for surgery in the available Operation Rooms (ORs), each one being

possible to be used for a specific duration (time block). Based on the aver-

age duration of surgeries, three mathematical programming problems are dis-

cussed: 1) Quadratic Assignment Problem (QAP); 2) a Mixed Integer Linear

Programming (MILP) model; and 3) Generalized Assignment Problem (GAP).

These problems take into account two contradictory objectives: obtain a given

occupation rate of the OR and respect as much as possible the preference order

of the patients in the waiting list. Then, assuming that surgery duration and

cleaning time follow a normal distribution a New Mixed Integer Quadratic Con-

strained Programming (N-MIQCP) model is proposed. This model maximizes

the occupation rate of the ORs at the same time that imposes a confidence

level of not exceeding the available time. Of course, this model also respects

the order of the patients. Different heuristic methods have been used to solve

large instances. The results are previously published on [21, 17, 15, 16].

95
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5.1 Background

The Operation Room (OR) is one of the most expensive material resources of

the hospitals and approximately 60% of patients need it at some point during

their hospital stay [1]. So, ORs capacity is a crucial but limited hospital

resource. In this way, good management of ORs improves the efficiency of the

hospital. The large waiting lists of patients and the uncertain duration of their

surgeries make the scheduling task hard and costly for the medical staff.

5.1.1 Introduction

In this chapter, we use mathematical programming to model the scheduling

of non-urgent surgeries in a hospital department. Linear programming models

were developed during World War II to make plans or proposals of time for

training, logistics or deployment of combat units. After the war, many indus-

tries began to use it in their daily planning. Subsequently, it was observed

that, through proper system modeling, linear programming can be applied to

different fields. The scheduling patients problem can be seen as the planning

of a production system: (a) there is a waiting list of patients representing the

system demand and (b) there exists a limited number of surgeons and a limited

number of ORs representing the capacity of the production system. For our

application, the bottleneck of the resources are the ORs. In particular, there

exists a limited number of ORs for non-emergency surgeries, each one being

available only a certain number of hours per day.

Furthermore, surgical costs typically account for approximately 40% of the

hospital resource costs [47], while surgeries generate around 67% of hospital

revenues [38]. Additionally, because of the aging population, the demand for

surgical services is increasing. From this view, Spanish hospitals are an at-

tractive case study having one of the oldest population in Europe: the median

age is 42.7 years and 17.95% of the Spanish population is older than 65 years.

Moreover, the average life expectancy is 81.8 years being the female life ex-

pectancy (84.9 years) one of the highest in Europe [14]. Since 2008, and as a

result of the economic crisis, the number of surgical interventions performed

annually in Spanish public hospitals has stagnated at 3.5 million. This situa-

tion has also contributed to a continuous increase in the number of patients in

the surgical waiting lists, reaching 180.000 in 2017. In some cases, these huge
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lists lead in waiting times greater than 6-months, which is becoming a serious

problem for Spanish health-care system.

Currently is not possible to increase the surgical resources and for this

reason, the importance of improving the efficiency of the healthcare system is

accentuated. New management techniques, scheduling methods, and specific

information systems could help to improve the efficiency of the surgical services

and, consequently, could reduce the surgical waiting lists.

In literature, many researchers have studied the problem of planning and

scheduling of elective patients. For a state of the art, we recommend the reader

to the survey [10] and the references herein. The scheduling and planning of

resources have been studied for other problems, as for example home care ser-

vices [45, 44]. Petri net models have been used for modeling and management

of healthcare systems, see for example [3, 27, 5, 48].

Researchers frequently differentiate between strategic (long-term), tactical

(medium term) and operational (short term) approaches to situate their plan-

ning or scheduling patients problems. Three classical levels are considered in

bibliography depending on the time horizon [2]:

1. case mix planning is a long-term strategic planning. In this level, con-

sidering the hospital’s mission, the resource capacity planning is studied.

2. master surgery schedule is a medium-term tactical approach that divides

the OR time into different blocks (time blocks) which are subsequently

assigned to different surgeon groups on each weekday.

3. scheduling of patients is a short-term operational approach in which the

patients who should be operated in the next time blocks are assigned.

In the studied hospitals, each group of surgeons has its own waiting list

of patients. Moreover, time blocks of the ORs are previously booked to each

surgeon group. So, the problem to solve is the scheduling of patients from

a waiting list to the time blocks (level 3 stated before). This assignment

should optimize the use of the ORs, at the same time that respects as much

as possible the order of the patients in the waiting list. In this chapter, two

different approaches for optimizing the use of the ORs are given:

The first one (Sec. 5.2) considers the average duration of the surgeries

and it is based on obtaining a given occupation rate in each time block. The
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“appropriate” occupation rate of the time blocks must be established by doc-

tors. A lack as an excess in the occupation rate of OR respect the objective

is a system default. Lacks imply the consumption of human resources with-

out their utilization, and excess means that staff could lengthen their working

day. However, there are uncertainties due to uncontrollable factors such as un-

foreseen events or the different nature of each body. Moreover, inexperienced

doctors could find difficult to impose an “appropriate” occupation rate. For

this reason, a second approach that considers uncertain parameters following

a normal distribution is given (Sec. 5.3). In this case, doctors impose a mini-

mum confidence level of not exceeding the available time (which is much more

intuitive) and the occupation rate of the time blocks is maximized.

5.1.2 Scheduling Criteria

In this chapter, it is assumed that hospitals work under surgical block booking,

i.e., each surgical team has some surgical blocks booked for performing the

surgeries of their patients. So, the problem of scheduling of patients can be

divided into different independent sub-problems: one for each medical team. In

this process, some patients are assigned from the waiting list to the next time

blocks previously booked. Currently, the scheduling is performed manually, so

the schedulers (normally medical doctors) are guided by their own intuition

and experience to assign the patients. This manual scheduling has three main

problems:

1. Schedulers need to spend time in administrative tasks (scheduling).

2. Usually, under or overutilization of the ORs is obtained.

3. Because is made by humans, objectivity can be questioned.

The main goal is to develop a method for helping team schedulers to per-

form automatically the scheduling of their patients. In this way the schedulers

would need few time to carry out the scheduling of patients, so the problem

(1) of the manual scheduling is solved. In order to approach problems (2) and

(3) some scheduling criteria are considered:

C1. To optimize the use of the time blocks. In our problem, the ORs

constitute the bottleneck because they can only be open during a given period
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of time every working day. This constraint is imposed by budget reasons and

cannot be violated. So, it is really important to improve the efficiency of the

ORs in order to reduce the waiting time of the patients and consequently to

improve the quality of the service. Therefore, the first scheduling criterion is to

optimize the use of the time blocks. In this way, we prevent underutilization of

the ORs (problem 2 in the manual scheduling). In Sec. 5.2 this optimization is

based on obtaining a given occupation rate in each time block while in Sec. 5.3

the optimization is based on maximizing the occupation rate of each time block

(constrained by the probability of exceeding the available time).

C2. The total available time in a surgical block should not be

exceeded. An over-scheduling of the time blocks is not desirable. This hap-

pens because normally, time blocks are scheduled sequentially, that is, there is

a small break time between two consecutive blocks. So, if there is not enough

time in a block to perform the last scheduled surgery: a) it is canceled and the

real occupation rate is lower than the expected or b) it is performed and the

allocation time is exceeded, delaying the starting of the next block. In Sec. 5.2

it is assumed that the objective occupation rate fixed by doctors is “appro-

priate” and consequently is not expected to exceeding the available time. On

the other hand, in Sec. 5.3 is assumed that the surgeries duration, as well as

other temporal variables (starting delayed, cleaning time) composing the total

duration of a time block are not deterministic. So, a probability constraint

that ensures with a minimum confidence level that the total available time in

a surgical block is not going to be exceeded is imposed. In this way, we prevent

overutilization of the ORs (problem 2 in the manual scheduling).

C.3 Respect as much as possible the order of the patients in the

waiting list. Due to ethical and common sense reasons, patients with the

same urgency level should spend a similar time in the waiting list. For that,

once the patients in a waiting list are ordered depending on the urgency level

and the admission date, the third scheduling criterion is to respect as much

as possible the order of the patients in the waiting list. This means that in

the first time blocks should be scheduled the patients who are in the first

position in the waiting list. In this way, objective criteria are considered to

select the patients (solving problem 3 in the manual scheduling). Criterion

C3 is especially important in surgery services where the number of time blocks

weekly booked for a given team is low. For example, in the Orthopedic Surgery
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Department (OSD) of the “Lozano Blesa” Hospital (LBH), each team has 2

time blocks per week, so the difference of scheduling a patient in the first time

block with the sixth one is 21 days.

5.1.3 Problem Statement

In this subsection, the notation, the terminology, and the assumptions of the

scheduling problem are introduced formally.

Let S = {s1, s2, . . . , s|S|} be the set of surgery types that can be performed

in the medical department and let us assume that the duration d(sk) of each

type of surgery sk ∈ S is a random variable with normal probability density

function (pdf) d(sk) = N(µd(sk), σd(sk)), where µd(sk) is the average and σd(sk)

is the standard deviation.

Furthermore, let us consider W = {w1, w2, . . . , w|W|} an ordered list of

patients such that if wj ∈ W , j is the preference order number of the patient

wj in the waiting list.

In addition, let us assume an ordered set of time blocks B = {b1, ..., b|B|} to

schedule, where b|B| is the block corresponding to the latest date. Each block

bi ∈ B has a fixed duration denoted by l(bi).

For each time block bi ∈ B to schedule there exist a binary decision vector

Si ∈ S
|W|
i with a dimension equal to the number of the patients in the waiting

list. If Si[j] = 1 then surgery of patient wj should be performed in time block

bi.

The goal of the scheduling problem is the assignment of the patients from

the waiting listW to the set of time blocks B considering the scheduling criteria

C1, C2, and C3.

Let us define the following notations,

• µw is a row vector containing the duration of surgeries of the patients in

the waiting list W . For example, µw(j) represents the average duration

of the surgery corresponding to the patient wj.

• Similarly, σw is a row vector containing the standard deviation of surg-

eries of the patients in the waiting list W .
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5.2 Surgery scheduling problem imposing a given

occupation rate

In this section, we approach criterion C1 and C2 by scheduling patients in

such way that a given occupation rate is obtained in each time block. For

that, three different models for the proposed Scheduling Problem are discussed.

These models use a similar penalty in the objective function according to the

preference order of the patients. However, each model takes into account in

a different way the penalty related with the deviation of the occupation rate

with respect to the target. A model with a quadratic cost function called

Quadratic Assignment Problem (QAP) is explained in Sec. 5.2.1. A Mixed

Integer Linear Programming (MILP) model is given in Sec. 5.2.2 and the

scheduling problem modeled as a Generalized Assignment Problem (GAP) is

discussed in Sec. 5.2.3.

5.2.1 Scheduling problem modeled as a QAP

In order to respect the preference order of the patients in the surgery scheduling

(criterion C3), we assign a cost to each patient depending on the time block

in which he/she is scheduled. This cost is given by the matrix P , where the

element P [i, j] represents the cost of schedule patient wj in time block bi. The

following value is used: P [i, j] = j · (|B| − i + 1). For example, assuming

|W| = 9 patients in the waiting list and |B| = 3 time blocks, matrix P is

given in (5.1). The first patients in the waiting list have a lower cost than the

the patients with higher preference order P [·, 1]∗ < P [·, 2] < · · · < P [·, |W|].

Moreover, the first time blocks to perform have a higher cost than the last

ones P [1, ·] > P [2, ·] > · · · > P [|B|, ·]. In this way we are giving preference to

schedule the first patients of the waiting list in the first blocks.

P =





3 6 9 12 15 18 21 24 27

2 4 6 8 10 12 14 16 18

1 2 3 4 5 6 7 8 9





→ b1
→ b2
→ b3

(5.1)

P [i, j] = j · (|B| − 1 + i) ∀j ∈ {1, ..., |W|}; i ∈ {1, ..., |B|}

∗In this chapter the following matrix notation is assumed: P [i, ·] represents row i of the
matrix P and P [·, i] represents the column i of matrix P .
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The cost associated with the order of the patients scheduled in the time block

bi is shown in (5.2)

P [i, ·] · Si ∀i ∈ {1, ..., |B|} (5.2)

Let us assume that the occupation rate of a time block is defined as the

sum of time in which a patient is within the OR divided by the total available

time.

In order to obtain a given occupation rate p of a time block bi, let us denote

by Obji = l(bi) · p the target occupation in minutes of the time block bi, where

l(bi) is the daily time available in bi and p is the desired occupation rate. The

penalty associated with the occupation rate of the time block bi is defined as

(µw · Si −Obji)
2 ∀i ∈ {1, ..., |B|}. (5.3)

In (5.3) the term µw · Si is the sum of the durations of the surgeries

scheduled in time block bi. So, the objective is to minimize the square of

the difference between the expected surgery time (µw · Si) and the objective

surgery time (Obji).

Putting together both costs (5.2) and (5.3), the objective is:

min

|B|
∑

i=1

(

β · P [i, ·] · Si + (µw · Si −Obj)2
)

(5.4)

Where β is a parameter to establish a compromise between the cost associated

with the objective of respecting the order of the patients in the waiting list

(criterion C3) and the cost associated with the objective of obtaining a target

occupation rate (criterion C1 and C2). The full model is shown in (5.5), where

the set of constraints
|B|
∑

i=1

Si[j] ≤ 1 impose that each patient wj is scheduled no

more than one.

min
|B|
∑

i=1

(β · P [i, ·] · Si + (µw · Si −Obj)2)

Subject to:






|B|
∑

i=1

Si[j] ≤ 1, j ∈ {1, . . . , |W|},

Si[j] ∈ {0, 1}, i ∈ {1, . . . , |B|}; j ∈ {1, . . . , |W|}.

(5.5)
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Proposition 5.1. The proposed scheduling problem (5.5) is NP-hard.

Proof. We prove this theorem by modeling it as a Quadratic Assignment Prob-

lem (QAP). That is proved to be NP-hard [11]. Hence our problem will be

NP-hard.

QAP can be described, using the terminology of knapsack problems, as

follows: Given n items and m knapsacks, let Ai be the cost matrix of assigning

items to knapsack i, ∀i ∈ {1, ...,m}, defined as follows:

Ai[j, k] =







⊲ cost of assign item j to knapsack i if j = k

⊲ 1
2
of cost of assign items j and k

simultaneously to knapsack i if j 6= k

The problem is to assign each item at most to one knapsack so as to mini-

mize the total cost assigned.

In order to model our scheduling problem as a QAP we consider that:

1. The set of time blocks B are the knapsacks.

2. The set of patients in the waiting list W are the items.

3. The cost matrices Ai is obtained from (5.4), in particular from term i of

the sum. Since in the second part of the term there is a quadratic term,

the following manipulations can be done:

(µw · Si −Obji)
2 = (µw · Si)

2 +Obj2i − 2 ·Obji · µw · Si

Since Obj2i is a constant, it can be removed from the cost function obtaining,

(µw · Si)
2 − 2 ·Obji · µw · Si = Si

T ·D · Si − 2 ·Obji · µw · Si (5.6)

where D is a square and symmetric matrix such that: D[i, j] = µw[i] ·

µw[j], ∀i, j ∈ {1, ..., |W|}. So the term i of the cost function in (5.4) can be

written as follow:

(β · P [i, ·]− 2 ·Obji · µw) · Si + Si
T ·D · Si (5.7)
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Finally, because Si is a binary vector, we can include the linear term of (5.7)

(i.e., (β ·P [i, ·]− 2 ·Obji · µw) · Si) in the diagonal of the matrix D resulting

the next quadratic cost function:

min

|B|
∑

i=1

ST
i ·Ai · Si (5.8)

where,

Ai[j, k] =

{

⊲ D[j, k] + β · P [i, j]− 2 ·Obji · µw[j] if j = k

⊲ D[j, k] if j 6= k

The Scheduling surgery problem can be put has a Binary Quadratic Prob-

lem (BQP):

min
|B|
∑

i=1

Si
T ·Ai · Si

Subject to:






|B|
∑

i=1

Si[j] ≤ 1, j ∈ {1, . . . , |W|},

Si[j] ∈ {0, 1}, i ∈ {1, . . . , |B|}, j ∈ {1, . . . , |W|}

(5.9)

5.2.2 Scheduling problem modeled by a MILP

In this subsection, we propose a MILP model [21] for the scheduling problem.

This model is very similar to (5.5). However, the cost associated to the occu-

pation rate (i.e., cost given by (5.3)) is replaced by the absolute deviation in

minutes between Obji and µw ·Si. This change avoids quadratic terms in the

objective function.

||Obji − µw · Si||2 ⇒ ||Obji − µw · Si| |1

In order to change the objective function to replace norm 2 to norm 1, in

addition to the decision variables Si[j] (that indicate if surgery wj is scheduled

in time block bi), let us define the new variable α ∈ R
|B|
≥0. It is a vector of

dimension equal to the number of blocks |B| where each element αi is a real
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variable representing the absolute deviation (in minutes) between the surgery

time in the block bi with respect to the objective, i.e., αi = |Obji − µw · Si|.

That is equivalent with the minimum αi that fulfill the following constraints

{

µw · Si −Obji ≤ αi

µw · Si −Obji ≥ −αi

∀i = 1, 2, . . . , |B| (5.10)

Two constraints will be necessary to define each variable αi. Since the

number of variable αi is equal to the timing horizon (i.e., number of time

blocks to schedule |B|), we need 2× |B| constraints to define all variables αi.

Notice that the QAP has |W|·|B| binary variables and |W| constraints while

the MILP model has |W|·|B| binary variables plus |B| continuous variables and

|W|+2 · |B| constraints. Although the new model is larger, it is a MILP model

without quadratics term which is in general computationally more efficient.

The full MILP is as follows:

min
|B|
∑

i=1

(β · P [i, ·] · Si + αi · (|B| − i+ 1))

Subject to:


















µw · Si −Obji ≤ αi, ∀i = 1, 2, . . . , |B|

−µw · Si +Obji ≤ αi, ∀i = 1, 2, . . . , |B|
|B|
∑

i=1

Si[j] ≤ 1, ∀j = 1, 2, . . . , |W|

(5.11)

Now the objective function is a linear cost function composed by two terms.

Variable αi of the second term penalizes the deviation of the occupancy of the

time block with respect to the objective. Since (|B| − i+ 1) is multiplying αi,

it gives more importance to obtain a better occupancy rate in the first time

blocks. In this way, if there are not enough patients for all time blocks, the

last ones remain free.

5.2.3 Scheduling problem modeling by a GAP

In this subsection, the scheduling problem is modeled as a Generalized As-

signment Problem (GAP). Using the terminology of the patients scheduling

problem, the GAP problem can be described as follow:

Given |W| patients and |B| time blocks, with
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• P̄ [i, j] = profit of patients wj if assigned to time block bi,

• µw[j] =duration of the surgery to perform in patient wj,

• ci = maximum capacity (in minutes) allowed in the time block bi,

assign each patient to exactly one time block in such way that: (i) the

maximum capacity allowed ci in each time block bi is not exceeding; and (ii)

the maximum total profit is obtained.

Since the objective in the GAP is to maximize the profit, the new P̄ profit

matrix is defined as follow:

P̄ [i, j] = (|W|+ 1− j) · (|B| − 1 + i) ∀j ∈ {1, ..., |W|}; i ∈ {1, ..., |B|}

Assuming |W| = 9 patients in the waiting list and |B| = 3 time blocks,

matrix P̄ for the GAP problem is given in (5.12).

P̄ =





27 24 21 18 15 12 9 6 3

18 16 14 12 10 8 6 4 2

9 8 7 6 5 4 3 2 1





→ b1
→ b2
→ b3

(5.12)

The patients with lower preference order have a greater profit than the

patients with higher preference order: P [·, 1] > P [·, 2] > · · · > P [·, |W|].

Moreover, the first time blocks to perform have a higher profit than the last

ones P [1, ·] > P [2, ·] > · · · > P [|B|, ·]. In this way we are forcing to schedule

patients with lower preference order in the first time blocks.

The problem can be put as Binary Integer Linear Programming (BILP) as

follows:

max
|B|
∑

i=1

[

P̄ [i, ·] · Si

]

Subject to:






µ · Si ≤ ci, ∀i = 1, 2, . . . , |B|
|B|
∑

i=1

Si[j] = 1, ∀j = 1, 2, . . . , |W|

(5.13)

Note that GAP model (5.13) does not control directly the occupation rate

obtained because there is no penalty in the cost function related to it. However,

in this model, all patients in the waiting list should be scheduled. Therefore,
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for a given waiting list of patients, the model should be solved with enough

number of time blocks. If a solution of (5.13) is obtained, the number of time

blocks is decreased in one unit and the problem (5.13) is solved again. This

process is repeated until no solution is obtained. The last obtained solution

uses the smallest number of blocks, and consequently, their occupation rates

are near to the maximum allowed capacities (c). For this reason, the capacity

assigned to each OR is a little greater (2 %) than the objective p. In this way,

the average value of the occupation rate will be near the target.

5.2.4 Heuristic methods

In this section, different heuristics solution methods are proposed for solving

the mathematical programming problems (5.5), (5.11) and (5.13). Particu-

larly, a meta-heuristic Genetic Algorithm (GA) for the QAP (5.5) is explained

in Sec. 5.2.4, a Receding Horizon Strategy (RHS) used to solve the MILP

model (5.11) is given in Sec. 5.2.4. Finally, a heuristic Steepest Descent Mul-

tiplier Adjustment Method (SDMAM) for the GAP (5.13) is provided in Sec.

5.2.4.

Genetic Algorithm for solving QAP

It has been proved that the QAP (5.5) is NP-hard. Moreover, there are no

efficient approximation algorithms in polynomial time to solve QAP [11]. In

Sec. 5.2.5 it will be shown that very small instances of problem (5.5) containing

maximum 10 patients and 3 time blocks can be solved optimally using CPLEX

in a “reasonable” time. This small size of the resolvable instances it is not

appropriate to consider a heuristic iterative method using receding horizon

strategy. On the contrary, we propose a meta-heuristic genetic algorithm (GA)

which is a nature-inspired strategy for optimization problems. The basic idea

is to adapt the evolutionary mechanisms acting in the selection process in

nature to combinatorial optimization problems. The first genetic algorithm

for optimization problems was proposed by Holland [35] in 1975. The function

“ga” of the globaloptim toolbox of Matlab is used for its implementation. The

principal parameters of this function are the following:

• PopulationSize: Size of the population.
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• EliteCount : Positive integer specifying how many individuals in the cur-

rent generation are guaranteed to survive to the next generation.

• CrossoverFraction: The fraction of the population at the next genera-

tion, not including elite children, that is created by crossover.

• FunctionTolerance and MaxstalGenerations : The algorithm stops if the

average relative change in the best fitness function value over MaxStall-

Generations generations is less than or equal to FunctionTolerance.

Heuristic iterative method to solve MILP

In order to solve large instances of MILP model (5.11), we propose a heuristic

approach called Receding Horizon Strategy (RHS) which obtains sub-optimal

solution sequentially (similar to [8]). Fig. 5.1 shows the methodology of the

RHS. Mainly, this method is as follow: from the waiting list of patients, the

first k time blocks are scheduled. From these k time blocks, we consider the

scheduling of the first s (where s ≤ k) to be included in the final scheduling.

The patients with surgeries scheduled in these s time blocks are removed from

the waiting list and the process is repeated until all desired time blocks have

been scheduled.

MILP

Scheduling of
k time blocks

Scheduling of
s time blocks

Patients Scheduling 
in first s tiem blocks

Total scheduling

W
W updated

|B| = k s

b1
b2

bz

Figure 5.1: Receding horizon Strategy
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A Steepest Descent Multiplier Adjustment Method for the GAP

The GAP problem is NP-complete [58], however, unlike QAP [11], there exits

efficient approximation algorithms in polynomial time [61, 41]. A constructive

heuristic method called Steepest Descent Multiplier Adjustment Method for the

Generalized Assignment Problem [41] is used to solve large instances of model

(5.13). This method uses a branch-and-bound algorithm that incorporates an

improved Multiplier Adjustment Method (MAM) as a bonding tool. MAMs

are heuristic algorithms for solving Lagrangian duals of the Generalized As-

signment Problem (GAP) exploiting their special structure. The proposed

algorithm uses an improved version of the traditional MAM by incorporating

a post-optimality analysis for the 0-1 knapsack subproblems based on a dy-

namic programming formulation. The algorithm guarantees a steepest descent

required by the traditional MAM for calculating a step length.

5.2.5 Simulation results

In this section, the different models and their heuristic approximation methods

solutions are numerically analyzed. First, the computational efficiency of exact

and heuristic solution methods is shown, then the scheduling obtained using

the proposed heuristics approaches are compared according to the criteria of

occupation rate and order of the patients.

The numerical input data of the models (waiting list) has been randomly

generated using realistic data form the Orthopedic Surgery Department (OSD)

of the “Lozano Blesa” Hospital (LBH) in Zaragoza. In particular, we used a

lot of average durations for different pathologies that have been operated in

the mentioned department during the last two years. We have used some

probabilities computed based on the real data to generate “randomly” the

type of pathologies of the patients. All solutions have been obtained using a

computer with an Intel Core i5 and 8 GB of memory.

Computational efficiency of the methods

The purpose of this sub-section is to analyze the computational efficiency of

the models and their heuristic approximation methods. For each one, the

computational times to solve instances of different sizes are shown, which al-
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lows knowing the limitations (due to computational time) of each model or

heuristic approximation method. The exact solutions of the problems have

been obtained by using the IBM ILOG CPLEX Optimization Studio which is

often referred as CPLEX [36] which is a commercial solver designed to tackle

(among others) large scale (mixed integer) programming problems. CPLEX is

now actively developed by IBM and it is one of the fastest software solution

for MILP problems [30].

Exact solution method of QAP (5.9). A large number of solutions of model

(5.9) with a different number of patients in the waiting list and a different

number of time blocks to schedule have been obtained using CPLEX. In these

simulations, the duration of time blocks is 390 [minutes], the desired occu-

pation rate is 78% and a value of parameter β of 20 is considered. After

performing some simulations has been observed that this is the best value of

βfrom the medical point of view in order to balance the two objectives (occu-

pation rate and preference order). Table 5.1 shows the average computational

time necessary to solve different instances of problem (5.9). The first column

represents the number of time blocks to schedule, the second column indicates

the number of patients in the waiting list and the last column is the average

computational time necessary to solve the corresponding instance.

Table 5.1: Computational time to solve optimally different instances of the
QAP (5.9)

|B| |W| Avg. Time [s]

3
10 3,63
11 11,03
12 39,56

4
12 463
13 1933

5 15 -

Note that only small instances composed of 3 time blocks and 10-12 pa-

tients can be solved in a reasonable time. Moreover, in instances with more

than 4-time blocks to schedule, the solution cannot be obtained.
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Meta-Heuristics Genetic Algorithm of model (5.9). The function “ga” of

the “globaloptim” toolbox of Matlab has been used to solve the scheduling

problem. In particular we solve the model with quadratic cost function (5.9)

assigning a value of β = 20. After analyzing the results obtained with different

values of the parameters using the “ga” function, we have fixed the next values:

• PopulationSize = Nvar ·10 where Nvar is the number of variables (n ·m)

• EliteCount = 0.3· PopulationSize

• CrossoverFraction = 0.6

• FunctionTolerance = 1e−15

• MaxstalGenerations = 20

Table 5.2 shows the average computational time obtained for different in-

stances of the ga.

Table 5.2: Computational time to solve different instances of the QAP (5.9)
using GA

# Blocks # Patients Avg. Time [s]
5 20 83
10 35 426
15 50 2176
20 65 7629
25 80 21542

In all instances studied in Tab. 5.2 the GA converged to a solution. The

computational times necessary are very big and, in addition, as it is shown in

Section 5.2.5, the solutions obtained according to the order of the patients are

very poor.

Exact solution method of the MILP model (5.11). After solving differ-

ent instances of MILP problem using CPLEX, it has been observed that the

most influential variable in the computational time is the number of blocks to

schedule. Considering the duration of time blocks of 390 [minutes], the desired

occupation rate of 78%, a value of parameter β of 2 and waiting lists composed
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by 70 patients, we have computed the average computational time necessary to

schedule different number of time blocks. Tab. 5.3 shows the results obtained.

The value of β = 2 has been chosen from the medical point of view as the

better.

Table 5.3: Computational time to solve optimally different instances of model
(5.11)

# Blocks Avg. Time [s]
3 0,1421
4 0,1965
5 0,3953
6 0,8311
7 3,083
8 5,97
9 22,31
10 749
12 -

It can be seen that this model is computationally more efficient than (5.9).

However, in order to schedule more than 9-time blocks in a reasonable time

is necessary to use the heuristic approach based on RHS. Furthermore, the

memory necessary to solve some instance of 12-time blocks is not enough and

consequently, the simulation stops being out of memory after 6 hours of com-

putation.

Iterative method (RHS) solving (5.11). The expected computational time

(ET) necessary to schedule m time blocks using the iterative method explained

in Section 5.2.4 is the following:

ET =
⌈m

s

⌉

· Avg(k)

where ⌈·⌉ is the rounding to the next integer, Avg(k) is the average compu-

tational time to schedule a time horizon of k time blocks, and s is the number

of blocks to select from the k scheduled. For example, assuming m = 20

time blocks to schedule, k = 7 and s = 5, the expected computation time to
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schedule the 20-time blocks is:

ET =

⌈

20

5

⌉

· Avg(7) = 4 · 3.08 = 12.32[s]

Exact solution method for solving GAP (5.13). Tab. 5.4 shows the average

computational time to solve optimally different instances of the GAP (5.13).

Time blocks of 390 minutes with a maximum capacity (c) of 80% has been

considered. As mentioned in Sec. 5.2.3 the GAP schedules all patients in the

waiting list, so a sufficiently large number of time blocks must be considered

initially to get a solution. In order to maximize the occupation rate, if a

solution is found, the same problem is solved again but decreasing in one

unit the number of blocks to schedule. The last instance in which a solution

can be found has the highest average occupation rate. The computational

time to solve these last instances has been taken into account to obtain the

average computational time. Note that the previous iteration where some

blocks remain (partially) free are obtained in few second.

Table 5.4: Computational time to solve optimally different instances of
scheduling problem (5.13)

# Patients Avg. Time [s]
10 0.05
20 0.7
30 -

It can be seen that some instance with more than 30 patients to schedule

can not be solved being out of memory.

Steepest Descent MAM for the GAP. The implementation of the Steepest

Descent MAM for the GAP proposed by Nejat Karabakal in [40] is used to solve

the scheduling problem (5.13). We consider again time blocks of 390 minutes

with a maximum capacity of c = 80%. Tab. 5.5 shows the computational

times necessary to schedule a different number of patients.

The heuristic Steepest Descent MAM algorithm for GAP is computation-

ally very efficient. Moreover, as it is shown in Section 5.2.5, the solution
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Table 5.5: Computational time to solve different instances of GAP (5.13) using
Steepest Descent MAM for the GAP

# Patients Avg. Time [s]
10 0.27
20 0.71
30 2.07
40 10.24
50 15.69
60 19.32

obtained according to the occupation rate and order of patients are very in-

teresting.

The computational times to solve the QAP (5.9), MILP (5.11) and the

GAP (5.13) optimally are very high and only small instances can be solved

in a reasonable time. In order to solve larger instances, we have tested and

compared three heuristic approximation methods (one for each model): a meta-

heuristic GA for solving the QAP, an RHS for solving the MILP and an SD-

MAM for the GAP. The results show that using the RHS and the SDMAM it

is possible to schedule 22 blocks in a reasonable time: 15.41 [s] and 19,32 [s]

respectively. However, the meta-heuristic GA spends 7629 [s] in the scheduling

of 20 blocks.

Comparing the quality of the solutions

Now, the quality of the scheduling obtained using the different heuristic ap-

proximation methods are compared. Particularly, we use the RHS to solve the

MILP, the SDMAM for the GAP and the meta-heuristic GA for the QAP. It

has been considered instances of three different sizes, which are shown in Tab.

5.6.

Table 5.6: Instances to evaluate

INSTANCE PATIENTS (|W|) TIME BLOCKS (|B|)
1 30 11
2 45 18
3 60 22
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The duration of the blocks is 390 minutes and the target occupation rate

is fixed to 78%. The RHS schedules 8-time blocks in each iteration (k=8) and

selects the first six blocks (s=6). Moreover, a value of β = 2 is fixed in the

MILP problem (5.11) for each iteration. Using the SDMAM for the GAP a

maximum capacity (c) of 80% (2% larger than the target) is imposed. Finally,

the solution for the meta-heuristic GA has been obtained with the same values

of the parameters as those used in the computational time simulations.

For each one of the three instances and for each model, 200 replications

has been performed for computing the average values. In order to be able to

compare two different scheduling from the point of view of the order of the

patients, the indicator Ω is defined. This indicator measures the disorder of

the patients in the obtained scheduling, so the smaller it is, the more orderly

are the patients in the scheduling. To compute this value, for each time block

scheduled bi we define an interval [fi, li]. If the preference order of the surgeries

scheduled in the time block bi belong to the interval [fi, li] do not increase the

value of Ω. On the contrary, each patient with a preference order outside

the interval increases the value of Ω. The formal calculation of Ω is given in

Algorithm 6 where Np is the total number of patients scheduled and Pd is the

average number of patients scheduled per time block.

Algorithm 6: Calculation of Ω parameter in a scheduling of |B| time
blocks

1: Ω := 0

2: Np :=
m
∑

i=1

(sum(Si))

3: Pd := Np

|B|

4: for all bi ∈ B do
5: fi :=min(1, ⌊Pd · (i− 1)⌋ − 3)
6: li := ⌈Pd · i⌉+ 4
7: for all wj scheduled the time block bi do
8: if j /∈ [fi, li] then
9: Ω := Ω+min(|j − fi|, |j − li|)

10: end if
11: end for
12: end for

In order to compare different scheduling two aspects have been taken into
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account:

1. Occupation rate: a static analysis of the occupation rate.

2. Order of the patients from the waiting list : The parameter related to the

order of the patients Ω (given in Alg. 6).

Tab. 5.7 shows a comparison of the solution obtained by using the three

proposed heuristic approximation methods for the 3 instances considered. The

first column indicates the instance to solve, the second column represents the

heuristic approximation method (model) used to obtain the scheduling, the

next fourth columns show a static analysis of the occupation rate including

the average, the extreme values and the standard deviation. Finally, the last

column evaluates the order of the patients with the indicators Ω.

Table 5.7: Comparing of surgery scheduling using the RHS, SDMAM and
Meta-Heuristic GA

Occupation Rate Order
Instance Model Avg. Max. Min. Std. Dev. Ω

1
(|B|)=11
(|W|)=30

RHS 77.8 78.5 76.15 0.76 25
SDMAM 77.5 79.7 72.56 2.38 34

GA 72.6 90 60 8.46 324

2
(|B|)=17
(|W|)=45

RHS 77.9 78.46 58.79 4.46 60
SDMAM 77.5 79.7 58.79 5.91 93

GA 63.6 90.25 0 23.33 1023

3
(|B|)=22
(|W|)=60

RHS 77.75 78.94 63.3 3.11 97
SDMAM 77.47 79.83 66 3.19 237

GA 67.5 90 45.1 11.7 2700

It can be seen that the RHS solving MILP obtains the best scheduling in

terms of occupancy rate and patient order. For each instance, using the RHS,

the lowest standard deviation of the occupancy rate is obtained (0.76, 4.46 and

3.11). Moreover, the average occupation rate is the closest to the target value

(77.8, 77.9 and 77.75). According to the preference order of the patients, the

lowest values of Ω (25, 60 and 97) are obtained for each instance using the

RHS. So, using this approach the best scheduling are obtained according to

both objectives (occupation rate and preference order).
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The solutions obtained using the heuristic SDMAM for the GAP are good

according to the occupation rate. The averages values for the instances are

77.5, 77.5 and 77.47 respectively, very similar to those obtained using the iter-

ative method. However, the standard deviations are a little larger (2.38, 5.91

and 3.19). On the contrary, the scheduling obtained using the heuristic SD-

MAM for the GAP respects less the order of the patients than those obtained

with the iterative method. It can be seen in the values of the indicator Ω (34,

93 and 237). This disorder of the scheduling is acceptable from the clinical

point of view. So, the scheduling obtained by using this model is not as good

as that obtained by using the iterative one, however, it is acceptable from the

medical point of view.

Finally, using the meta-heuristic GA, very bad solutions are obtained ac-

cording to both criteria of occupation rate and order of the patients. The

average values of the occupation rate are far to the objective (72.6, 63.6 and

67.5). Moreover, the standard deviations are very high (8.46, 23.33 and 11.7).

The scheduling obtained using GA do not respect the order of the patients in

the waiting list and consequently, very high values of the indicators Ω (324,

1023 and 2700) are obtained. The scheduling obtained using the meta-heuristic

GA are not acceptable from the medical point of view. A general genetic al-

gorithm implemented in the “globaloptim” toolbox of Matlab has been used.

More specific heuristics rules should be considered in order to improve the

solutions obtained.

Effect of parameter β in MILP problem

In order to fix, from a medical point of view, the best value of the parameter β,

some simulations has been performed and subsequently analyzed by medical

doctors. Remember that β parameter in the cost function of MILP (5.11):

min
|B|
∑

i=1

(β · P [i, ·] · Si + αi · (|B| − i+ 1)), establish a compromise between the

objective of obtain a given occupation rate and the objective of respect as

much as possible the order of the patients in the waiting list. So, greater is

the parameter β, the more importance is given to the order of the patients.

Considering a same waiting list of |W| = 300 patients and different values

of β we have used the RHS to plan |B| = 60 time blocks. The duration of each

time block is l(bi) = 390 minutes and a objective occupation rate of p = 80%
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has been imposed. A statistic analysis of the occupation rate is shown in Tab.

5.8. The average, standard deviation and the extreme values of the occupation

rate are shown.

Table 5.8: MILP: Statistic analysis of occupation rate depending of β

β Average Deviation Minimum Maximum

3 79.278 1.554 70.952 81.667
2 80.340 1.033 77.619 81.905
1.5 80.340 0.932 77.857 81.905
1 80.340 0.719 78.333 81.667
2
3

80.183 0.703 78.333 81.667
0.5 80.238 0.624 78.333 81.190
1
3

80.238 0.621 78.571 81.905

It can be seen that by decreasing the parameter β better results of occu-

pation rate are obtained: the standard deviation decreases and consequently

the data are more concentrated around the average value. Unfortunately, this

improvement is achieved by allowing a greater disorder in the scheduling. Tab.

5.9 shows the planning done for the first 5 time blocks with different values

of β. The first column represents the value of β and the second one indicates

the time block bi. The next three columns represent the preference order of

the patients scheduled in the corresponding block, i.e., a value of j indicates

that patients wj has been scheduled. Notice that if lower than 3 patients are

scheduled in a block, a 0 value appears in some of these three columns. Finally,

the last column shows the occupation rate of the block.

At most 3 surgeries per time block are scheduled but this is not always true

and more surgeries could be scheduled. After performing several simulations

with different waiting lists, a value of parameter β = 2 has been considering

optimum for the OSD of the LBH

5.3 Surgery scheduling under uncertain durations

The scheduling solution of the proposed MILP (5.11) problem are obtained

based on the average durations of each type of surgery which can be computed
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Table 5.9: Patients scheduling in the 5 first time blocks for a same waiting list
with different values of parameter β

β Time block Sur1 Sur2 Sur3 Occupation
b1 1 2 4 77.857
b2 3 5 6 80.714

3 b3 7 8 10 80.714
b4 9 17 0 70.952
b5 12 13 14 80.714

b1 1 2 6 80.714
b2 3 5 9 81.666

2 b3 7 8 10 80.714
b4 4 13 18 80.238
b5 11 12 15 79.524

b1 1 2 6 80.714
b2 3 7 10 80.714

1 b3 5 8 9 81.666
b4 4 13 18 80.238
b5 11 12 15 79.524

b1 1 2 6 80.714
b2 3 7 10 80.714

2
3

b3 5 8 9 81.666
b4 4 13 18 80.238
b5 11 12 15 79.524

b1 1 2 6 80.714
b2 3 7 10 80.714

1
3

b3 5 11 15 79.524
b4 4 13 18 80.238
b5 8 9 29 80
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by using historical data. However, two problems may appear,

• P1 - the obtained scheduling could be not robust enough if the surgery

durations have large standard deviations. This uncertainty could result

in uncomfortable situations for the medical management staff, either the

doctors that usually may lengthen their working day either low utilization

of the ORs is obtained.

• P2 - a target occupation rate p is an input parameter in the optimization

problem and in some cases it is difficult to select a good value for it in

order to get solutions not exceeding the available time but having a good

OR utilization.

In order to overcome P1, we propose a New Mixed Integer Quadratic Con-

strained Problem (N-MIQCP) that uses not only the average duration of the

surgeries but also their standard deviations. In this way, each type of surgery

has a pair of values (mean and standard deviation) that define its duration.

Additionally, it considers the cleaning time between surgeries and the delayed

in the starting time as random variables (with mean and standard deviation).

These new assumptions allow us to introduce some chance constraints allowing

to impose a Minimum Confidence Level (Cl) not exceeding the available time

in the blocks.

To tackle the problem P2 stated before we change the objective function.

Instead of trying to obtain a given occupation rate (as an input parameter)

we consider in N-MIQCP problem the objective of maximizing this occupa-

tion rate (making it a variable) keeping the chance constraints. In this way,

the efficiency of the ORs is improved not only by maximizing the theoreti-

cal occupation rate but also by minimizing the risk of having overtime which

could result in the cancellations of surgeries and consequently reduces the real

occupation rate in the ORs.

5.3.1 Related work

In our N-MIQCP approach, it is assumed that the uncertain parameters (surgery

duration and cleaning time) follow a normal distribution and consequently, the

expected total duration of an OR working day also follows a normal distribu-

tion. In this way, it is possible to require that the probability of exceeding
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the available time be no more than a given scalar by introducing a capacity

chance constraint. The idea of using a chance constraint for the scheduling

of ORs is also used in [62, 34]. These approaches require to set in advance

the patients that are going to be scheduled in the next blocks, therefore in

these approaches all considered patients must be scheduled in one of the avail-

able blocks. For this, both approaches start with initial scheduling obtained

through the scheduling rule: first-fit probabilistic (ΠFFP ). Following this rule,

sequentially each surgery is assigned to the first available block for which the

probabilistic capacity constraint is satisfied after the assignment. Once the

initial scheduling is obtained the expected occupation rate of the first blocks

are improved by rescheduling the surgeries. In this way, the last blocks are

totally or partially released.

In our case, an important criterion is the quality of the service, so the

order of patients in the waiting list must be respected as much as possible

(criterion C3). That is, first patients should be scheduled in the first surgical

block, while last patients should be preferably scheduled in the last block. This

consideration is not taken into account in the previously explained approaches

because:

1. When obtaining the initial solution, patients who are far behind on the

waiting list, but are suitable to complete a surgical block, may be sched-

uled.

2. Once the initial scheduling has been obtained following the first-fit prob-

abilistic rule, the patients are rescheduled, and in the final solution, any

patient can be assigned to any surgical block.

Unlike [62, 34], our approach does not require to know in advance the

set of patients that should be scheduled in the next surgical blocks, since

any patient on the waiting list may or may not be scheduled. Alternatively,

we propose a linear cost function composed by two balanced terms that favor

patients to be scheduled in an orderly manner at the same time that maximizes

the expected occupation rate of the OR. Using realistic data, a comparison

between the approaches proposed in the related works [62, 34] and the one

explained in this work is performed and analyzed. The average results show

that similar occupation rate and confidence level are obtained. However, using
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our approach, the scheduling obtained respects more the preference order of

the patients due to this criterion is considered in the definition of the problem.

5.3.2 Surgery scheduling under uncertain durations

In this section, a New Mixed Integer Quadratic Constrained Programming

(N-MIQCP) model is proposed to solve the scheduling problem. This model

assigns patients from the waiting list to the time blocks in such a way that

the occupation rate of the ORs is maximized (criterion C1) at the same time

that a minimum confidence level of not exceeding the available time is guaran-

teed (criterion C2). Moreover, itrespects as much as possible the order of the

patients in the waiting list (criterion C3)

In order to respect the preference order of the patients in the surgery

scheduling (criterion C3) we consider exactly the same cost that was im-

posed in the MILP model (5.11). This cost is given by (5.2), where P [i, j] =

j · (|B| − i+ 1) represents the cost of schedule patient wj in time block bi.

However, while in the MILP model the objective is to obtain a given oc-

cupation rate, in the N-MIQCP the objective is to maximize the occupation

rate. So, criterion C1 is formalized by (5.14). This equation maximizes the

expected surgery time in each block (µw · Si) giving more importance to the

first ones (|B|+ 1− i).

max

|B|
∑

i=1

[µw · Si · (|B|+ 1− i)] . (5.14)

Putting together both costs (5.2) and (5.14), the objective function in the

N-MIQCP model is:

min

|B|
∑

i=1

[β · P [i, ·] · Si − µw · Si · (|B| − i+ 1)] (5.15)

This is a linear cost function composed by two balanced terms where the

parameter β establish a compromise between the first term (P [i, ·] · Si) and

the second one (µw · Si · (|B| − i+ 1)).

The second term in the cost function tries to maximize the surgery time

in each block. So, some constraints limiting the utilization of the blocks are
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necessaries in order to prevent over-utilization. Before giving these constraints,

some assumptions and notations are stated.

Let Dt be the delay with respect to the starting time of a block and let Ct

be the cleaning time duration of a OR after a surgery is performed, we assume

that Dt and Ct are random variables with normal pdf, i.e., Dt = N(µDt, σDt)

and Ct = N(µCt, σCt).

Let us assume the following notation:

• µc is a row vector containing the average cleaning time after each surgery

in a waiting list is performed. So, µc(j) represent the average cleaning

time of the OR after performing the surgery of patient wj.

• Similarly, σc is a row vector containing the standard deviation of the OR

cleaning time after a surgery in the waiting list is performed.

Let Sbi the set of surgeries scheduled in the time block bi, then the total

duration Tbi of the time block bi can be computed by eq. (5.16). That is

the sum of: i) the delay with respect to the starting time (i.e., Dt), ii) the

duration of the surgeries scheduled in the time block bi, and iii) the cleaning

time duration Ct.

Tbi = Dt+
∑

sk∈Sbi

[d(sk) + Ct] . (5.16)

Because all these variables (Dt, d(s) and Ct) are assumed to follow a normal

distribution, the total duration Tbi of the time block bi also follows a normal

distribution Tbi ∼ N(µTbi
, σTbi

). Considering the solution vector Si of a time

block bi then,

• µTdi
= µDt + (µw + µc) · Si

• σTdi
=
√

σ2
Dt + (σ̄2

w + σ̄2
c) · Si

†

The N-MIQCP includes a set of chance constraints ensuring that the sched-

uled blocks have a confidence level not exceeding the total time l(bi) greater

than a threshold 0 ≤ Cl ≤ 1, i.e.,

P (T di ≤ l(bi)) ≥ Cl (5.17)

†In this thesis x̄2 is a vector such that x̄2(i) = x(i) · x(i)



124 CHAPTER 5. SURGERY SCHEDULING UNDER OR BLOCK BOOKING

By using statistic concepts, this set of constraints (5.17) is given by the fol-

lowing inequality

l(bi)− µTdi

σTdi

≥ VCl, ∀i = 1, 2, . . . , |B|, (5.18)

where VCl is the value corresponding to a normal variable (x ∼ N(0, 1)) with

an accumulative probability Cl, i.e., P (x ≤ VCl) = Cl.

Developing inequality (5.18),

l(bi)− µTdi

σTdi

≥ VCl ⇒ l(bi)− µTdi
≥ VCl · σTdi

⇒

l(bi)− µDt − (µw + µc) · Si ≥ VCl ·
√

σ2
Dt + (σ̄2

w + σ̄2
c) · Si.

Let us assume: A = µw + µc; B = σ̄2
d + σ̄2

c ; C = l(bi)− µDt.

Therefore if C −A · Si > 0 then

[C −A · Si]
2 ≥

[

VCl ·
√

σ2
Dt +B · Si

]2

⇒

C2 + [A · Si]
2 − 2 · C ·A · Si ≥ V 2

Cl · σ
2
Dt + V 2

Cl ·B · Si ⇒
[

V 2
Cl ·B + 2 · C ·A

]

· Si − [A · Si]
2 ≤ C2 − V 2

Cl · σ
2
Dt ⇒

Let us assume: K = V 2
Cl ·B + 2 · C ·A; X = C2 − V 2

Cl · σ
2
Dt,

then the previous inequality becomes:

K · Si − [A · Si]
2 ≤ X.

The set of chance probability constraints imposing a minimum confidence

level of not exceeding the available time Cl are shown in (5.19).

P (T di ≤ l(bi)) ≥ Cl ∼

{

K · Si − [A · Si]
2 ≤ X

C −A · Si ≥ 0,
∀i = 1, 2, . . . , |B|.

(5.19)

Note that C−A ·Si > 0 is a constraint imposing that the average expected

duration µTdi
= µDt+(µw+µc) ·Si of block bi is lower than the total available

time l(bi):

C −A · Si > 0 ⇒ l(bi)− µDt −A · Si > 0 ⇒ µDt + (µw + µc) · Si < l(bi)
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.

In this way, the possible symmetric solutions obtained due to [C −A ·Si]
2

are prevented. However, the model can only schedule working days with a

confidence level not exceeding total time greater than 50%. In order to impose

a confidence level lower than 50%, the constraint C − A · Si > 0 should be

changed with C −A · Si < 0. In this thesis, we consider Cl ≥ 50%.

The full N-MIQCP problem is obtained as,

min
|B|
∑

i=1

[β · P [i, ·] · Si − µw · Si · (|B| − i+ 1)]

Subject to:


























K · Si − [A · Si]
2 ≤ X, ∀i = 1, 2, . . . , |B|

C −A · Si ≥ 0, ∀i = 1, 2, . . . , |B|
|B|
∑

i=1

Si[j] ≤ 1, ∀j = 1, 2, . . . , |W|

Si ∈ {0, 1}|W|, αi ∈ R, ∀i = 1, 2, . . . , |B|.

(5.20)

Regarding the size of N-MIQCP (5.20), the problem has

• n ·m binary variables;

• n+m linear inequality constraints;

• m quadratic inequality constraints.

Even if the number of variables and of constraints is smaller than in MILP (5.11),

the computational complexity of N-MIQCP (5.20) is in general higher due to

the existence of quadratic constraints. In order to obtain schedulings in a

reasonable time, heuristic approaches are needed.

5.3.3 Heuristics approaches

Two heuristic approaches have been discussed for solving the proposed N-

MIQCP. The first one is a Receding Horizon Strategy (RHS) which obtains

sub-optimal solution sequentially (similar to [8]), while the second one is a Spe-

cific Heuristic Algorithm (SHA) based on list scheduling techniques [39, 52, 4].

Considering historical data from the Orthopedic Department in the HCU a
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one-year scheduling simulation is performed in Sec. 5.3.4 using the two heuris-

tic approaches (RHS and SHA). The results show that similar schedulings are

obtained with both approaches, however, the computational time is smaller

using the SHA. In addition, the RHS needs the use of CPLEX (an expen-

sive commercial solver) for obtaining sub-optimal solutions of the N-MIQCP

problem.

Receding Horizon Strategy to solve the N-MIQCP

The proposed N-MIQCP problem has high computational complexity. So in

order to schedule a large number of time blocks, it is necessary to do this

sequentially using Receding Horizon Strategy (RHS). The RHS was explained

and used in Sec. 5.2.4 for solving large instances of the MILP problem. The

methodology of the RHS is shown in Fig. 5.1. Mainly, it is based on obtaining

the solution for the next k blocks and select the first s for the final schedul-

ing. This process is iterated until all required blocks have been scheduled.

In Sec. 5.3.4 different instances of N-MIQCP are solved optimally, concluding

that no more than 3-time blocks can be scheduled at once in a reasonable time.

So, the RHS is considered with k = s = 3 blocks per iteration.

Specific Heuristic Algorithm

To avoid the use of an expensive commercial solver (CPLEX), an SHA is

proposed for solving the scheduling problem. By simulations, it is observed

that the obtained solutions using the SHA are very similar to the ones obtained

using RHS, but with a lower computational time.

The SHA schedules patients from the waiting list to the next |B| time blocks

in a sequential way. It is inspired from list scheduling techniques [39], [52] and

[4] , where the items to schedule are ordered according to a given priority. In

our case, the items are the patients, and they are ordered according to the

inclusion date. The algorithm is based on the idea that the first patients on

the waiting list should be scheduled in the first blocks.

The proposed SHA is divided into three main parts: i) a previous data

analysis; ii) the scheduling of the time blocks; and iii) the re-assignment of

time blocks to dates.
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In the data analysis, first we classify the set of possible surgeries S in t (de-

sign parameter) different subsets {S1, S2, · · · , St} according with their average

duration. Then, considering the surgery with the lowest average duration of

each subset, for each time block duration we obtain the surgeries combinations

that fulfill the chance probability constraint (5.17). In this way, we compose

the combination of subsets to evaluate.

The scheduling of the time blocks is performed sequentially by running the

second part of the algorithm once for each time block to schedule. In this

second part, for each combination of subsets previously generated we obtain

from the waiting list, the first real scheduling. These real scheduling, if fulfill

the chance probability constraint (5.17), are evaluated by a fitness function.The

scheduling with the lowest value of the fitness function is selected for the next

time block.

Has been observed that the average preference order of patients scheduled

in a time block bi could be greater than in a time block bi′ being i < i′. In order

to avoid this situation, the three step in the SHA is proposed. In this step,

the time blocks scheduled are re-assigned to the available dates considering the

average preference order of the patients and considering also their available

time l(bi).

The algorithm’s input data is:

• The set of surgery types performed in the department, i.e., S, and their

average occurrence percentages.

• The number of time blocks to schedule, i.e., |B|.

• The duration of the time blocks, i.e., l(bi).

• The minimum confidence level of not having overtime denoted as Cl.

• An ordered waiting list of patients W = {w1, ..., w|W|} where, for each

patient wj, we know the preference order j, the average duration of its

surgery µw(j) and the standard deviation of its surgery σw(j)

• t and β are two input parameters of the algorithm. The number of

subsets in which the set of surgeries S is going to be divided is given by

t while β is a parameter in the fitness function.
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The SHA is composed by 8 steps divided in the 3 mentioned main parts:

A previous data analysis: composed from the first three steps which

are running once at the beginning of the scheduling.

Step 1: Classify the surgeries of S in t disjoint subsets such that S =
⋃t

k=1 Sk and the average duration of all surgeries in Sk1 are less than the

average duration of surgeries in Sk2 if k1 ≤ k2, i.e., µ(sa ∈ Sk1) ≤ µ(sb ∈

Sk2). Furthermore, the partition such that the expected number of surgeries

belonging to each subset Sk in a real waiting list is same.

Step 2: Obtain the set of possible scheduling types (SPS), each type being

defined by the subset to which the surgeries belong. For example, a possible

scheduling type (stp) could be {k1, k1, k2} and it is composed by two surgeries

belonging to the subset Sk1 and another one belonging to the subset Sk2. The

set of all st combinations is composing the set SPS, where all elements of

the set SPS satisfies (5.17), the chance constraint of not having overtime.

This constraint is evaluated considering the surgery with the lowest average

duration from the sets Sk.

Step 3: Classify the patients on the waiting list. To each patient wi ∈ W

we assign a certain type through ty(wi) = k∈{1,2,...,t} according with the subset

(S1, S2, ..., St) to which the surgery belongs.

Scheduling of a block: composed by four steps (4, 5, 6 and 7) which are

run sequentially |B| times, one for each time block to schedule.

Step 4: For each scheduling type (stp ∈ SPS), obtain a set of real scheduling

(SRSp). Given a scheduling type, a real scheduling is composed by patients

from the waiting list who have the same types of surgeries. For example,

considering the scheduling type stp = {k1, k1, k2} a real scheduling belonging

to SRSp would be composed by two patients w′ and w′′ with ty(w′) = ty(w′′) =

k1 and other patient w′′′ with ty(w′′′) = k2). As first patients in the waiting

list should be scheduled first, the first real scheduling of type stp founded in

the waiting list is added to their corresponding SRSp. Moreover, if there are

other real scheduling of type stp ending with the same patient preference order

than the first real scheduling, they are also added in SRSp.

Step 5: For each set of real scheduling (SRSp) evaluate their elements and

select the best real scheduing. First, the real scheduling that do not fulfill the
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chance constraint (5.17) are removed from SRSp. After this, for each real

scheduling Ri in SRSp, the expected occupation rate Ori and the average

preference order Apoi are computed. According with these values, each real

scheduling i of SRSp is evaluated by the next fitness function (H):

H(i) = (Apoi −MinApo) ∗ β + (MaxOr −Ori), (5.21)

where MinApo is the minimum Apo value between all real scheduling in SRSp

and MaxOr is the maximum Or value between all real scheduling of SRSp.

The real scheduling with the lower fitnesses value of each SRSp is selected.

Step 6: Between the previously selected scheduling of each SRSp, the final

scheduling decision is chosen. Using again the fitness function (5.21) the pre-

viously chosen schedulings (Step 5) are evaluated. The scheduling with lower

fitness function is assigned to the next block.

Step 7: Remove scheduled patients. The patients scheduled in Step 6 are

removed from the waiting list.

Re-assignment of time blocks to dates: composed by last step (8) is

running once at the end.

Step 8: Sorting of scheduling. The scheduling obtained are sorted depend-

ing on their Average Preference Order Apoi and considering the available time

of the blocks (l(bi)). This means that two schedulings can be interchanged if

the duration of their blocks is the same.

The parameter t in Step 1 fix the number of surgery types. On the other

hand, the fitness function (5.21) is composed of two terms. The first one

is related with the objective of respecting the preference order of the patients

while the second one is related with the objective of maximizing the occupation

rate of the OR working days. These two terms are balanced by the value of

the parameter β. After some simulations, it has been observed that a value of

t = 3 and β = 2.6 are appropriate in the hospital department. Note that we

are assuming that all time blocks have the same daily working time l(bi). In

other cases, step 2 should be executed one time for each different time block

duration l(b). Consequently, in Steps 4 and 5, the SPSp corresponding with

the duration l(bi) of the current time block bi should be used.



130 CHAPTER 5. SURGERY SCHEDULING UNDER OR BLOCK BOOKING

5.3.4 Simulation results

In this subsection, the scheduling obtained by solving the N-MIQCP (5.20) are

analyzed and compared. For that, considering realistic data from the Ortho-

pedic Surgery Department (OSD) of the “Lozano Blesa” Hospital (LBH), dif-

ferent instances are generated and subsequently scheduled. Form these results

the computational efficiency, as well as other quality indicators (occupation

rate, confidence level, the order of the patients), are compared.

First, the computational efficiency of the exact solution method for solving

the N-MIQCP (5.20) problem is analyzed. The results show that only small

instances with no more than 3 blocks can be solved optimally. Then, the two

heuristic approaches (RHS and SHA) proposed in Sec. 5.3.3 are analyzed and

compared. The scheduling obtained are really similar, however, the computa-

tional time is lower by using the SHA. Moreover, the SHA does not require an

expensive commercial solver.

In order to compare the scheduling obtained considering the SHA with

other approaches in bibliography, a one-year scheduling simulation has been

proposed. The results conclude that our SHA respects much more the pref-

erence order of the patients. Finally, the scheduling obtained by imposing

different minimum confidence level in the SHA are compared.

All simulations in this subsection has been performed by using Matlab in a

computer with an Intel Core i3 and 4 GB of memory. Moreover, the IBM ILOG

CPLEX optimization Studio has been used for the simulation that requires to

solve optimization problems.

Exact solution method for the N-MIQCP problem

Let us analyze the computational time to solve optimality different instance of

N-MIQCP (5.20) problem. Waiting list composed by |W| = 100 patients are

considered. This size of the lists is realistic in Spanish hospitals. Moreover, the

time blocks to scheduled are assumed to have a duration of l(bi) = 6.5 [hours].

It could be a morning time block from 8:30 to 15:00. Furthermore, a value of

parameter β = 4 has been considered. It is appropriate from a medical point

of view. Simulations with different values of minimum confidence level Cl and

different number of blocks to schedule |B| has been performed.
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Notice that the computational time using N-MIQCP problem increase ex-

ponentially with the number of time blocks to schedule |B|. Particularly, it

has been observed that the optimal solution of some instances with |W| = 100

patients and |B| = 4 time blocks to scheduled cannot be obtained, being the

computer out of memory after 6 hours.

However, it always possible to solve instances of N-MIQCP problem with

|B| = 3 time blocks to scheduled. Tab. 5.10 shows the average computational

time and the average occupation rate. For each minimum confidence level, 200

replication has been performed.

Table 5.10: Comparing exact solution method for different instance of N-
MIQCP problem with |W| = 100 patients and |B| = 3 time blocks to scheduled

Input Output

Min. Cl
[%]

Avg.
Ocu. rate [%]

Avg.
Time [s]

68 78.9 5.1
70 78.3 7.6
72.5 77.6 9.3
75 76.7 13.2
78 75.57 20
80 74.5 24.03

The result shows that reasonable average computational time (between 5

and 24 [s]) are required to solve optimally instance of N-MIQCP problem with

|W| = 100 patients and |B| = 3 time blocks to scheduled. It can be observed

that increasing the minimum confidence level, the average computational time

also increase. It could be because against greater is the minimum confidence

level, more are the solutions that become not feasible due to the quadratic

constraints. Moreover, as it was expected, the average occupation rate increase

when the minimum confidence level decrease.

Comparing RHS and SHA approaches

In the following, the proposed heuristic approaches (RHS and SHA) for solving

large instances of the N-MIQCP problem are compared. For that, a discrete
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event simulation model of the scheduling is implemented. Particularly, a one

year (52 weeks) scheduling simulation for a surgical team is considered. It is

assumed that the mentioned team uses 3-time blocks per week, so 156-time

blocks are scheduled. Moreover, the duration l(bi) of each one of these time

blocks is assumed to be 6.5 hours. The initial waiting list is composed of

|W| = 100 patients. Moreover, the list is updated each week assuming the

arrival of new patients who are added at the end. The new patients needing

surgery are assumed to arrive according to a Poisson distribution with a mean

of 9 per week. During the last two years, considering historical data in the

OSD of the LBH, the occurrence of each surgery type and their durations have

been computed. These values are considered in the simulation for generating

the type of surgery of the (arrival) patients.

Let x be the current simulation week, the steps in the simulation algorithm

of the scheduling process are described as follow:

Step 1. Generate the initial waiting list and initialize the current simulation

week. An initial waiting list composed of 100 patients is generated randomly

using realistic data of the studied department. Moreover the current week “x”

is initialized to x = 1

Step 2. Scheduling the time blocks. Surgeries from the current waiting list

are assigned to time blocks booking in the week “x+2”.

Step 3. Generate a new set of arrival patients. A number a of new arriving

surgeries is generated based on Poison distribution with a fixed arrival rate

considering realistic data from the historical data.

Step 4. Process all scheduled blocks for the current week. We process 2000

replications of each block available in the current week obtaining different

average metrics (overtime, utilization, confidence level).

Step 5. Update the waiting list. The patients scheduled in the current week

“x” (they should be surgically operated week“x+2”) are removed from the

waiting list. Moreover, the new arrival patients (Step 3) are included at the

end of the waiting list.

Step 6. Increment the current week (next week) and stop the simulation if

the current week exceeds the end week of the simulation, otherwise proceed to

Step 2.

Some events as changes in surgery dates, cancellation of surgeries or the

addition of emergency/urgent surgeries are not considered in our simulation
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model because are difficult to predict and they are managed in real time based

on expert opinions.

Considering different values of minimum confidence level (70%,75%,80%),

200 replications of one-year scheduling have been performed using the RHS

and SHA approaches. For the RHS k = 3 time blocks are scheduled in each

iteration and then, the s = 3 time blocks are selected for the final scheduling.

Furthermore, a value of parameter β = 4 has been considered. In the SHA the

parameter t is fixed to 3 while the a value of β = 1.2 is fixed. These values

have been approved from a medical point of view.

The average results of the scheduling have been compared from different

points of view: utilization efficiency, the confidence of not exceeding the total

time, order of the patients and computation efficiency.

Table 5.11: Comparing one year scheduling using N-MIQCP approaches: RHS
vs HSA.

Min.
Cl[%]

Approach
Utilization Confidence Order Time

Occu.[%] # Treated Avg. Confi. Ω Avg.[s]

70
RHS 78.3 439 77.3 406.1 394
SHA 77.7 437 78.6 318 57

75
RHS 76.7 430 81.5 343.1 685
SHA 76.1 428 82.7 336 57.4

80
RHS 74.5 415 86.3 313.2 1250
SHA 73.9 414 86.9 353 58.2

Tab. 5.11 shows the results obtained. The first column imposes the mini-

mum confidence level, this is an input parameter of the problem. The second

column indicates the heuristic approach used (RHS or SHA). The third and

fourth columns are related to the utilization: occupation rate and the number

of treated patients respectively. The fifth column shows the confidence level

of not exceeding the available time l(bi). The sixth column is the parameter

Ω related to the order of the patients. Finally, the seventh column shows the

computational time to schedule one year (156-time blocks).

The results show that similar utilization efficiency of the ORs is achieved

with both, the RHS and the SHA approach. Maybe, a little better occupation

rate is obtained and a few more patients are treated using the RHS. However,
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the confidence level is better using the heuristic approach and the scheduling

obtained is respecting more the order of the list. Finally, it can be checked

that the computational time is much lower using the SHA than using the

RHS. Moreover, the same computational time is used for performing one-year

scheduling using the SHA independently of the minimum confidence level (time

∼ 58 [s]). However, the computational time using the RHS increases (394, 685

and 1250 [s]) when the minimum confidence level increases (70, 75, 80 [%]).

Comparing the SHA with other chance-constrained approaches

Using the one-year simulation model described in the previous subsection,

the proposed SHA approach is compared with the approaches proposed in

[62, 34]. These approaches need a base scheduling of the blocks to obtain the

final assignment. The first-fit probabilistic rule (ΠFFP) under the probabilis-

tic constraints (5.17) is used to obtain this base scheduling. By using ΠFFP

sequentially each surgery is assigned to the first available block for which the

probabilistic capacity constraint (5.17) is satisfied after the assignment.

Considering a minimum confidence level of not exceeding the available time

of Cl = 70%, 200 replications of one-year scheduling have been performed

for each one of the approaches. Tab. 5.12 shows a comparison between the

scheduling obtained by using: (1) the ΠFFP rule (commonly used in hospi-

tals), (2) the batch scheduling approach in [62], (3) the constructive algorithm

proposed in [34] and (4) our SHA approach. Particularly, column 2 shows the

average annual confidence level of not exceeding the available time. In column

3 the total overtime [min/year] is given. Column 4 indicates the average occu-

pation rate of the time blocks [%] while column 5 shows the number of treated

patients per year. Finally, column 6 gives the value of the parameter (Ω).

The 3 approaches analyzed in Tab. 5.12 improve the occupation rate of the

time blocks with respect to the obtained by using the ΠFFP scheduling rule.

However, the improvement in the occupation rate of the time block implies a

decreasing in the confidence level. For example, the Batch Scheduling approach

[62] achieves the highest occupation rate (79.06 %) and the highest number of

treated patients (447.78), and consequently, the lower confidence level (75%)

and the highest total overtime (1183[min]) is obtained. Taking into account

the pairs of values occupation rate and confidence level, the Batch Scheduling
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Table 5.12: Comparison of one year scheduling using the SHA and other chain-
constrained approaches (Cl = 70%)

Approach
Conf.
[%]

Overtime
(Year) [min]

Occu.
[%]

# Treated
(Year)

Ω

ΠFFP rule
(commonly used)

81.98 806.41 76.12 429.9 1935.9

Constructive Alg.
[34]

80.43 922 76.69 432.02 2840

Batch Scheduling
[62]

75 1183 79.06 447.78 3993.1

SHA
(here proposed)

77.31 1059 78.28 438.3 395.4

approach obtains the better solution with 1) the highest occupation rate and

2) a confidence level within the allowed.

Our SHA approach obtains a little worse occupation rate (78.28 %) than

the Batch Scheduling (79.06 %). However, considering the order of the pa-

tients by the value of parameter Ω, it can be checked that our SHA approach

obtains the best scheduling (Ω = 395). Doctors in the studied hospital de-

partment consider that the scheduling obtained using the other approaches

are not suitable from a medical point of view because of the great disorder of

the patients.

Analysis of different confidence level in the SHA

In order to set an appropriate minimum confidence level Cl using the SHA, one-

year scheduling simulations imposing different values of Cl has been performed.

Tab. 5.13 shows the results obtained. It can be seen that imposing a little

lower Cl in the SHA than in the Batch scheduling approach, similar occupation

rates and total overtime are obtained. For example, using Batch Scheduling

imposing a minimum confidence level of Cl = 70 (Tab. 5.12) and using the

RHS approach with Cl = 67.7 (Tab. 5.13) the average occupation rates are

79.06[%] and 79.08[%] respectively. Moreover, the total overtime is also very

similar: 1183[min] using Batch Scheduling and 1190[min] considering the SHA.

However, considering the order of the patients, the scheduling is much more
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ordered using the SHA approach (Ω = 386.64) than using the Batch Scheduling

approach (Ω = 3993.1).

Table 5.13: Analysis of the scheduling obtained by using the SHA approach
with different Cl [%]

Cl [%]
Conf.
[%]

Overtime
(Year) [min]

Occu.
[%]

# Treated
(Year)

Ω

51 59.49 2425.1 83.9 469.64 446.58
55 63.14 2093.2 82.80 463.92 411.78
60 67.75 1712.0 81.4 455.56 426.52
65 72.99 1340.8 79.75 446.56 410.44
67.7 75.18 1190.07 79.08 441.42 386.64
70 77.31 1059 78.28 438.3 395.38
75 81.57 805.86 76.72 428.08 380.62
80 86.1 562.33 74.76 418.962 378.82
85 89.82 376.84 72.89 408.14 366.42

5.4 Discussion

The elective surgery scheduling problem under block booking in a Hospital

surgery Department has been considered in chapter.

First, three different mathematical models that try to obtain a given oc-

cupation rate of the time blocks have been proposed. However, the computa-

tional times necessary to solve them optimally are very high and only small

instances can be solved in a reasonable time. In order to solve larger instances,

we have tested and compared three heuristic approximation methods (one for

each model).

• The first one solves a Mixed Integer Linear Programming (MILP) model

iteratively by using Receding Horizon Strategy (RHS).

• The second one considers the heuristic Step Descent Multiplier Adjust-

ment Method (SDMAM) for theGeneralized Assignment Problem (GAP).

• Finally, the last one uses the meta-heuristic Genetic Algorithm (GA) for

solving the Quadratic Assignment Problem (QAP).
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The results according to the computational time show that using the RHS

and the heuristic SDMAM it is possible to plan 22-time blocks in a reasonable

time: 15.41 and 19,32 [s] respectively. However, the meta-heuristic GA spends

7629 [s] in the scheduling of 20 OR workings days.

Regarding the quality of the solutions, two criteria have been taken into

account: the occupation rate and the preference order of the patients. Using

RHS and the heuristics SDMAM very similar and good occupation rates have

been obtained: the average values are not more than 2 points of percentage

away from the target values and the standard deviations are lower than 6.

The meta-heuristic GA obtain very bad solutions according to the occupation

rate: the average values are up to 14.4 points away from the target value and

standard deviations are up to 23.3. Taking into account the preference order

of the patients, the RHS approach solving the MILP gets the most ordered

scheduling. A little more disordered, although acceptable from the medical

point of view, are the schedules obtained by using the heuristic SDMAM for

the GAP. Again, the meta-heuristic GA obtains a very bad solution with a

great disorder of the patients, being unacceptable from the medical point of

view.

However, the proposed MILP could be not robust enough because it uses

only the average duration of the surgeries. In order to overcome this problem a

New-Mixed Integer Quadratic Constraint Programming (N-MIQCP) problem

is proposed. The N-MIQCP problem considers that the different durations

in a block (surgery time, cleaning time, etc) follow a normal distribution.

This assumption allow us to introduce some chance constraints that impose a

Minimum Confidence Level (Cl) not exceeding the available time.

The N-MIQCP problem is computationally very complex being only pos-

sible to solve small instances of 3 blocks in a reasonable time. For this rea-

son, two heuristics methods have been proposed and compared. The better

schedulings are obtained by using the Specific Heuristic Algorithm (SHA).

Considering the Orthopedic Surgery Department (OSD) in the “Lozano Blesa”

Hospital, a one-year scheduling simulation has been used to compare the SHA

with other approaches in bibliography. The results show that similar occupa-

tion rates and similar confidence levels are obtained, however, our approach

respect much more the order of the patients in the waiting list.





Chapter 6

A three step approach for surgery

scheduling of elective and urgent

patients

Summary

This chapter considers the problem of surgery planning with elective and ur-

gent patients. The proposed solutions follows three steps: 1) scheduling of

elective patients : given the ordered waiting lists of elective patients, sched-

ule them for a target Elective Surgery Time (EST) in the ORs; 2) scheduling

of urgent patients : one day in advance, schedule the urgent patients in the

remaining time after step 1; and 3) sequencing of the surgeries : the elective

and urgent patients scheduled in each OR are sequenced. Using real data

from the OSD of the LBH in Zaragoza, the scheduling obtained by the three

steps approach are analyzed by simulations. The influence of different EST,

i.e., different time reservation policies of the ORs are analyzed in terms of

performance and quality of the surgical service. This chapter is based on [22].

139
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6.1 Introduction

Two major patient classes are considered in the literature on the OR plan-

ning and scheduling [10], namely elective and non-elective patients. Elective

patients class represents patients for whom the surgery can be planned well

in advance while non-elective patients represent patients for whom surgery

is unexpected and hence needs to be performed urgently. When considering

non-elective patients, a distinction can be made between urgent and emergent

surgery based on the responsiveness to the patients arrival (i.e., the waiting

time until the start of the surgery). Whereas the surgery of emergent patients

(emergencies) has to be performed as soon as possible, urgent patients (ur-

gencies) refer to non-elective patients that are sufficiently stable so that their

surgery can possibly be postponed for a short period (48 hours).

In this chapter, the surgery scheduling of both elective and urgent patients

in a surgical department is considered. Moreover, after the scheduling, they are

sequenced. The idea is to minimize the maximum time that a new potential

emergent patient who just arrives at the service during the working day should

wait. It is assumed that the department is composed by medical doctors

divided in surgeon groups. Moreover, each surgeon group has its own waiting

list of elective patients that must be operated by them. In contrast, urgent

patients can be operated by any surgeon group. It is also assumed that during

a working day each OR is used by one unique surgeon group for a specific

duration of time given by the Daily Working Time (DWT). Furthermore, the

Daily Surgery Time (DST) OR is defined as the part of the DWT in which a

surgery (elective or urgent) is being performed. Similarly, the Elective Surgery

Time (EST) OR is defined as the time in which the OR is used for elective

surgeries during a day. If the pre-allocated EST is too high, there might not

be enough time for urgent patients and consequently, some elective patients

should be canceled resulting in a poor quality service. On the other hand, a

low pre-allocated EST will result in a waste of time if there are not enough

urgent patients. This scenario decreases the utilization rate of the ORs and

consequently the efficiency of the service.

Assuming that the daily assignment of the surgeon groups to the ORs are

known in advance, in classical scheduling of elective surgeries, the medium

term tactical approach master surgery schedule would be known. However,
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in this chapter, we propose mixed scheduling of elective and urgent patients,

where it is necessary to fix the EST of the OR. That is, the time allocated for

performing elective surgeries in each OR during a working day. The remaining

time will be reserved for surgeries of urgent patients and also for OR cleaning.

A three steps approach for the combined scheduling of elective and urgent

patients is proposed in this chapter. In the first step, by solving aMixed Integer

Linear Programming (MILP) problem, the elective patients in the waiting lists

of the surgeon teams are scheduled in the next OR days. This OR scheduling

tries to obtain a target EST in the OR respecting as much as possible the order

of the patients in the waiting lists. Second and third steps are performed the

day before. In the second one, by using a Mixed Integer Quadratic Program-

ming (MIQP) problem the urgent patients are scheduled in the unoccupied

times of the available ORs. These patients are scheduled to reach a target

DST in each OR and ensuring that an urgent patient does not wait for more

than 48 [hours]. The DST is the time allocated for the scheduling of elective

and urgent patients in one OR. This time should be lower than the DWT be-

cause it is necessary to leave some time for the OR cleaning after each surgery

is performed. Finally, in the third step, using another MILP problem, the elec-

tive and urgent patients scheduled in each OR are sequenced. The sequencing

is performed in such a way that the expected completion times of the surgeries

(the time when surgery should finish) are distributed as uniformly as possible

during the working day. In this way, the maximum time that an emergent

patient should wait to be operated is minimized.

From a strategical point of view, here, we examine whether it is preferred

to reserve a dedicated operating room or to reserve some time in all elective

operating rooms for urgent patients in order to improve the efficiency of the

ORs without compromising the service quality of elective patients.

Different scheduling strategies based on the assignment of different EST

to each OR can be used. For example, assuming three available ORs during

each working day, a possible strategy could be to reserve two ORs for elective

surgeries and the third one to be used only for urgent surgeries. Another

possible strategy could be to reserve one OR to the elective patients and the

other two ORs could be used for both elective and urgent surgeries. Finally,

another possibility is to use all three ORs for elective and urgent surgeries

with different EST. Moreover, for each strategy, a different target DST could
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be fixed, DST that is mainly related to the utilization of the ORs.

In order to fix a good strategy for the OSD of the LBH of Zaragoza, a

realistic simulation methodology is proposed. The scheduling obtained under

different conditions using the three steps approach are analyzed and compared

from a surgical performance point of view, as well as, from a quality of the

service point of view.

Some works combine planning and scheduling problems of elective patients

with the urgent ones by using stochastic models (see, for example, [42, 43]).

In [7] the balance between maximizing the utilization of one OR, avoiding too

many overruns and ensuring a reasonable quality of care in a typical hospital in

the United Kingdom was explored by simulation. These simulations examine

a policy of including elective patients within one urgent OR session of 7 hours.

However, in our chapter, the simultaneous use of ORs is considered (3 in our

case of study). In this way, different strategies based on the assignment of

different EST to each OR can be explored by simulation. The contributions of

this chapter with respect to the previous results are: (1) the application of a

three-step approach to the surgery planning problem in the studied hospital;

(2) a time simulation methodology for the surgical activity in the three ORs

of the studied hospital; and (3) comparison, analysis and synthesis of the

simulation result using different strategies for the reservation of the ORs with

real data from the hospital.

The chapter is organized as follows. Sec. 6.2 sets the problem. Sec. 6.3

present the proposed mathematical programming problems used in the 3 Steps

approach. In Sec. 6.4 the methodology used in the simulations performed is

given. Using real data, in Sec. 6.5 some simulations results are analyzed and

compared. Finally, in Sec. 6.6, we provide some conclusions.

6.2 Problem Statement

In this section, the terminology and notation are fixed and the problem is

introduced formally.

Surgery duration of elective patients

Let S = {s1, s2, . . . , s|S|} be the set of all elective surgeries that can be per-

formed in a hospital department. Moreover, let d : S → R>0 be the duration
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function: d(si) is the duration of the surgery si (the time from the moment

when the patient enters in the OR until she/he leaves the OR).

For each elective surgery si ∈ S, let us assume that its duration d(si) is

a normally distributed random variable (pdf) d(si) = N(µd(si), σd(si)), where

µd(si) is the mean and σd(si) is the standard deviation. The mean and the

standard deviation are computed by using historical data from the hospital

(for our case study we use the data of the last two years).

Surgeon groups and waiting lists

Let T = {t1, t2, . . . , t|T |} be the set of all surgeon teams in a hospital depart-

ment. Moreover, let Wk = {wk
1 , w

k
2 , . . . , w

k
|Wk|} be the ordered waiting list of

patients belonging to the surgeon team tk such that if wk
j ∈ Wk, j is the order

number of the patient wj in the waiting list of team tk. A patient wk
j ∈ Wk

should be operated by team tk. Let surg : Wk → S be the function that for

a given patient wk
j ∈ Wk gives the surgery that should be performed. For

example, if the surgery that should be performed on patient wk
j is sl, then

surg(wk
j ) = sl.

Operating Rooms

Let O = {o1, o2, . . . , o|O|} be the set of ORs available in a hospital department

and let Daily Working Time (DWT) be the specific duration of time that each

OR can be used every day. Let us consider that all oi ∈ O have the same

DWT X. Moreover, let est : O → R>0 be the Elective Surgery Time (EST)

function: est(oi) is the specific duration of time per day that the OR oi is used

for performing elective surgeries. For sake of clarity, the EST and the DST are

defined as a percentage of the DWT.

Urgent patients

Let U = {u1, u2, . . . , u|U|} be the list of urgent patients that should be operated

in the following 48 hours. Moreover, let d : U → R>0 be the urgent duration

function: d(ui) is the surgery duration of the urgent patient ui estimated by

the doctors. Notice that, unlike the duration of the elective surgeries, which

are calculated based on historical data, the duration of the urgent ones are

estimated by the doctors. This is due to the great differences in the duration

of a same urgent pathology depending on several factors. Finally, let wt :

U → {0, 1} be the waiting time function: wt(ui) is the number of days that

an urgent patient has been waiting for the surgery.

The combined scheduling and sequencing problem of elective and
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urgent patients considered in this chapter is:

Given,

• a set T of surgeon groups;

• for each team tk ∈ T a set Wk containing an ordered waiting list of

patients;

• a set S of possible elective surgeries;

• a set O of ORs;

• a duration X of the DWT;

• for each OR oi ∈ O a target elective surgery time: est(oi);

• the master surgery schedule of the department (set the group tk ∈ T

that use each OR oi ∈ O during each day).

1. Schedule the available ORs in the next m working days with the objec-

tives:

• O1 - Obtain the target EST of each OR: est(oi);

• O2 - Respect the order of the patients in the waiting list W i.

2. Assuming the daily arrival of new urgent patients, schedule them in

the unoccupied times of the ORs available in the next day with the

objectives:

• O3 - Obtain the target DST of the ORs;

• O4 - Ensuring that an urgent patient does not wait more than 48

hours.

3. Sequence the elective and urgent patients scheduled in each OR with the

objectives:

• O5 - Minimize the maximum time that an emergency patient (that

arrives during a OR working day) should wait to be surgically op-

erated;
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• O6 - The urgent patients are sequenced before than the electives

ones.

Example 6.1. The Orthopedic Department of the ”Lozano Blesa” Hospital

is composed by 5 surgeon teams (|T | = 5). Moreover there are 3 OR (|O| =

3) available from 8:30 to 15:00 (DWT=390 [min]) every weekday (Monday-

Friday). Each OR is used by one unique surgeon team during a working day.

Tab. 6.1 is the Master Surgery Schedule for weekly OR-to-surgeon groups

assignment.

During the weekend (Saturday and Sunday) only one OR is available and

it is used to operate urgent patients. So, urgent patients arrived on Thursday

and Friday should be operated on Saturday and the ones arrived on Friday and

Saturday should be operated on Sunday. However, to simplify the simulations,

in this work the effect of the weekend is not considered, i.e., it is assumed that

Friday and Monday are consecutive days.

Table 6.1: Master Surgery Schedule in the Orthopedic Department of the
”Lozano Blesa” Hospital

OR 1 OR 2 OR 3
Mon t1 t2 t3
Tue t4 t5 t1
Wed t2 t3 t4
Thu t5 t1 t2
Fri t3 t4 t5

Let us assume the previously described Orthopedic department and its mas-

ter surgery schedule in Tab. 6.1. Moreover, a time horizon of 10 days (2

weeks) it is also assumed. From the master surgery schedule (Tab. 6.1) it is

defined the sequence Sq of ORs that each team will use during the mentioned

time horizon. For example, during a week, team t1 uses first OR 1 (on Mon-

day), then OR 3 (on Tuesday) and finally OR 2 (on Thursday). So in a time

horizon of two weeks the sequences of ORs used for t1 is Sq = o1 o3 o2 o1 o3
o2.

Assuming a strategy in which the DST is 75% of the DWT and all three ORs

are used for elective and urgent patients with the following EST: est(o1) = 60%,
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est(o2) = 50% and est(o3) = 40%. The target EST in minutes of the ith OR

in the sequence Sq of t1 is given by (6.1).

Obji = X ·
est(Sq(i))

100
(6.1)

For example, the second OR in the sequence of t1 is o3 (Sq(2)=o3) and it

has an EST in minutes of Obj2 = 390 ·
40

100
= 156.

Moreover, the theoretical time in minutes to perform urgent patients in the

ith OR of the sequence Sq is given by (6.2)

Uri = X ·
DST − est(Sq(i))

100
(6.2)

For example, the second OR in the sequence of t1 (Sq(2)=o3) has a theoret-

ical time to perform urgent patients in minutes of Ur2 = 390 ·
75− 40

100
= 136.5.

Fig. 6.1 shows the time distribution in the o3 of the example 6.1.

Starting

time

Ending

time
8:30 a.m. 15:00 p.m

DWT=390[min]

EST=40 [%]

DST=75 [%]

156 min to schedule 

elective surgeries

136 min to schedule 

urgent surgeries

98 min to clean

& possible delays

Figure 6.1: Time distribution in an OR with a DWT of 6.5 hours, a DST of
75% and a EST of 40%

6.3 Scheduling and sequencing of patients

In order to solve the combined scheduling and sequencing problem proposed

in Sec. 6.2, a three step approach is discussed. Fig. 6.2 shows a flowchart

overview of the proposed approach.
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STEP 1

MILP

Elective waiting list

of each team Elective scheduling

 of each team Assignament
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to dates

STEP 2

MIQP

Elective Scheduling

for the next day

Current urgent

waiting list
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MILP: BII
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Master Surgery Scheduled

Lists

_
+
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_

+
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Surgeries

Performed

+
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Figure 6.2: Flowchart overview for scheduling and sequencing of urgent and
elective patients
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6.3.1 Scheduling elective patients using MILP problem

In the first step, the elective patients in the waiting lists are scheduled in the

available ORs in the following m working days. Assuming that during a given

day, each OR must be used by one unique team, it is possible to divide the

scheduling problem in |T | different scheduling problems, one for each team

tk ∈ T . So, the next steps should be done independently for each team tk ∈ T

Knowing the master surgery scheduling, it possible to fix the sequence Sq

of ORs that will be used by a team tk during these m days, the problem to

solve is reduced to schedule patients from the waiting list Wk to the next |Sq|

time blocks with the objectives: O1 - Obtain the target EST of each OR in

the sequence and O2 - Respect as much as possible the order of the patients

in the waiting list.

The scheduling of elective patients is obtained by solving the MILP prob-

lem (5.11) proposed in section 5.2.2. This problem schedules the elective pa-

tients from the waiting list with two contradictory criteria: 1) to minimize the

absolute deviation between the target EST and the scheduled EST; and 2)

to minimize the sum of the preference order of patients scheduled each day,

giving more weights to the first days. Moreover, the MILP problem has a set

of constraints to ensure that each patient is scheduled at most once. In this

approach, the target EST depends on the OR and it is given by Obji in (6.1).

Using the MILP problem, for each team tk ∈ T , the following |Sq| time

blocks are scheduled with the elective patients from their corresponding waiting

list. After this, the |Sq| time block scheduled for each list, are assigned to the

corresponding day and to the corresponding OR in the master surgery schedule

(Tab. 6.1). In this way, the scheduling of elective patients is obtained.

6.3.2 Scheduling urgent patients

In the second step, the urgent patients in the waiting list U are scheduled daily

in the unoccupied time of the available ORs in the next day. Two objectives

must be taken into account in the urgent patients scheduling: O3 - obtain the

target DST and O4 - an urgent patient should not wait more than 48 hours.

In order to solve this problem, a MIQP is proposed. Notice that if the number

of urgent patients is high, the target DST will be overcome. In these ORs,

during the time simulation, some elective patients may be canceled.



6.3. SCHEDULING AND SEQUENCING OF PATIENTS 149

The input data of the MIQP problem is the urgent waiting list of patients

U and the scheduled EST obtained in step 1. Related with the urgent waiting

list, the row vector µu of dimension |U| represents the estimated duration of

the urgent surgeries: µu(j) is the estimated duration of the jth urgent patient

uj in the urgent list U . Regarding the scheduled EST, the vector Elective

occupation Eo of dimension |O| represents (as a percentage respect to the

DWT) the scheduled EST in each oi ∈ O: Eo(i) is the percentage of the

DWT that the scheduled elective patient should spend in oi.

In order to not exceed the total DWT but at the same time obtain a good

performance of the OR, a target DST is proposed for all oi ∈ O. Let us

assume that the DWT is denoted by X (in minutes) then,

Urgi = X ·
DST −Eo(i)

100
(6.3)

is the target time in minutes of the OR oi for urgent patients. A variable γi
is defined as the difference (in minutes) between the total scheduled time of

urgent patients in oi and the time available for urgent patients Urgi. This can

be written as,

γi = µu · V i − Urgi ∀i = 1, 2, . . . , |O|, (6.4)

where V i is the binary vector defining the urgent surgeries scheduled in oi.

There are |O| binary vectors V 1,V 2, . . . ,V |O|, each vector having dimension

equal to the number of urgent patients in the waiting list |U|, i.e., V i ∈

{0, 1}|U|. If V i[j] = 1 then surgery of patient uj should be performed in the

OR i ≤ |O|.

Variable γi in the cost function (6.5) of the proposed MIQP penalize the

square difference between the scheduled DST and the target DST in the OR

oi.

min

|O|
∑

i=1

γ2
i (6.5)

In this way, after step 1, the unoccupied times available in each oi ∈ O are used

for the scheduling of urgent surgeries trying to obtain their DST. Moreover,

the urgent patients are assigned to the ORs in such a way that its occupation

rates are balanced, i.e., similar deviation from the DST for all oi ∈ O are

obtained each day.
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A new urgent patient uj ∈ U who has been waiting for the surgery 0 days

(wt(uj) = 0) could be scheduled at most once:

|O|
∑

i=1

V i[j] ≤ 1, ∀j s.t. wt(uj) = 0. (6.6)

However, an urgent patient uj ∈ U who has been waiting for the surgery 1 day

(wt(uj) = 1) must be mandatory scheduled:

|O|
∑

i=1

V i[j] = 1, ∀j s.t. wt(uj) = 1. (6.7)

Putting together, the following MIQP is obtained:

min
|O|
∑

i=1

γ2
i

Subject to:


































µu · V i − Urgi = γi, ∀i = 1, 2, . . . , |O|
|O|
∑

i=1

V i[j] ≤ 1, ∀j s.t. wt(uj) = 0

|O|
∑

i=1

V i[j] = 1, ∀j s.t. wt(uj) = 1

V i ∈ {0, 1}|U|, γi ∈ R, ∀i = 1, 2, . . . , |O|.

(6.8)

6.3.3 Sequencing the surgeries

In the third step of the approach, the surgeries scheduled (electives and urgent)

to each OR are sequenced in order to minimize the maximum time that an

emergency patient, who arrive at the hospital during the working day, should

wait to be operated. Remember that emergency patients should be operated

as soon as an operating room is free. Moreover, urgent patients should be

sequenced first. In this way, if a surgery must be canceled in order to not exceed

the total DWT, the canceled surgery should correspond to an elective patient.

To sequence the surgeries, a modified version of the Break In Moments (BIM)

problem proposed in [69] is used. The BIM problem focuses on sequencing

surgeries which are assigned to specific ORs. The set of these surgeries is given

by set I = {1, · · · ,M}. In this work, we include the subset E ⊂ I representing
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BIM BIM BIM BIM BIM BIM

BII BII BII BIIBII

S1 S2 S3

S4 S5 S6

Occupied Interval

OR 1

OR 2

Global Sequence {4,1,5,2,6,3}

Figure 6.3: Example of the BIM problem terminology showing the occupied
interval, the BIMs, the BIIs, and the global sequence.

the elective surgeries and the subset U ⊂ I containing the urgent surgeries.

These subsets allow us to impose by a new constraint that elective surgeries

are sequenced after the urgent ones. In the BIM problem, it is assumed that

all surgeries have to be scheduled successively with no breaks in between. So,

in order to take into account the cleaning time we define the duration of a

surgery i as the expected duration of the surgery i ∈ I plus a cleaning time of

15 [minutes]. In the BIM problem, the interval for which all operating rooms

are occupied is called the “occupied interval”. Fig. 6.3 shows an illustrative

example in which the surgeries scheduled in two ORs are sequenced.

The start and end time of the occupied interval, as well as all completion

times of surgeries within the occupied interval are defined as an event BIM.

These events are used to start the emergency surgeries that can arrive at the

hospital. Ordering the completion times of the surgeries in a non-decreasing

way, it is possible to determine the length of the intervals between two BIMs

that is called Break In Interval (BII). The timing of the BIMs, and thus the

length of the BIIs, depends on the sequence of the surgeries in each OR. In

practice, BIMs appear to be distributed unevenly over the occupied interval,
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which results in lengthy BIIs that increase the expected waiting time for emer-

gency surgery and therefore, increase the risk of medical complications or even

mortality. The objective of the sequencing step is to minimize the expected

waiting time for emergency surgery by sequencing surgeries in such a way

that the BIMs are spread as evenly as possible over the day. For this, the

minimization of the maximum BII per day is proposed.

To solve the BIM problem in an optimal way a Mixed Integer Linear Pro-

gram is proposed [69]. This problem fixes the sequence of the surgeries (pre-

viously scheduled) in each OR. Several ORs are considered simultaneously.

Moreover, the patients scheduled are not allowed to be swapped between ORs.

These sequences are “local”, however, in order to determine the BIIs and the

maximum BII, it is necessary to determine the sequence of the BIMs overall

ORs, i.e., the completion times of all surgeries. This sequence is called the

‘global sequence’.

In order to impose that the elective surgeries are sequenced after the urgent

ones, the next set of constraint should be added to the original BIM problem:

Zi < Zk, ∀i ∈ U, ∀k ∈ E, with O(i) = O(k) (6.9)

where Zi are integer variable that represents the position of surgeries i ∈ I in

the global sequence and O(i) denote the OR to which surgery i ∈ I is assigned.

6.4 Simulation Approach

In this Section, the simulation methodology used for surgical activity in the

OSD of the LBH in Zaragoza is explained.

The main objective of these simulations is to check the influence that dif-

ferent EST assigned to each OR, i.e., est(oi), have in the:

• number of elective scheduled patients (# Sp)

• number of elective treated patients (# Tp)

• number of elective canceled patients (# Cp)

• number of OR in which DWT is exceeded (# Et)
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6.4.1 Patients generation and scheduling

In this subsection, the organizational structure and the size of the department

are recalled. Furthermore, the simulation time horizon is fixed. Moreover, it is

shown how both waiting lists of elective patients and the arrival of the urgent

patients per day are generated.

Size of the Department. As in example 6.1, the hospital department has

3 ORs each day from 8:30 to 15:00, so the DWT is defined as X = 390[minutes]

in all ORs. The department is composed by 5 medical teams and the master

surgery schedule is the same every week, shown in Tab. 6.1.

Generation of elective waiting lists. Using historical data of the per-

formed surgeries, the probability of appearance of each surgery is computed

as the total number of patients with the same surgery divided by the total

number of surgeries. Based on these probabilities, a large random waiting list

of elective patients is generated for each team.

Time horizon. The temporal horizon in these simulations is fixed to 200

days. Moreover, knowing the master surgery scheduling (see Tab. 6.1), the

number of OR that each team is going to use in the 200 days is computed. As

3 out of 5 days each team uses an OR, the total number of OR to schedule for

each team is |Sq| = 200 · 3
5
= 120.

Using the MILP model, next |Sq| = 120 OR are scheduled for each waiting

list. Due to the complexity of the problems, the MILP problem is solved

iteratively, using the RHS approach.

Once the |Sq| = 120 OR has been scheduled for all five waiting lists,

each one is assigned to the corresponding day using again the master surgery

scheduling.

Generation of urgent patients. Assuming that initially the waiting

list of urgent patients is empty, it is updated each day: the patients who has

been scheduled the previous day are removed and the new urgent patients who

arrive to the hospital are included. The arrival of urgent patients each working

day is generated as follow:

1. Based on historical data of the performed urgent surgeries in the stud-

ied department, we have analyzed the urgent daily duration (Tu). It is

defined as the duration of a working day used for urgent surgeries. After
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applying the following Johnson Transformation [13]:

Z = −1.499 + 2.1028 · sinh−1

(

Tu− 63.467

51.992

)

, (6.10)

it is proved that follows a Normal distribution such that Z ∼ N(−0.05092,

1.00603). So, in order to generate the total time of a working day for

urgent patients, first Z = N(−0.05092, 1.00603) is generated randomly

and then, using (6.10) Tu is obtained.

2. The urgent patients duration are generated sequentially until the error

ej+1 is greater than ej. The error ej is defined as the absolute difference

between the sum of the expected duration of the first j urgent patients

generated and Tu.

ej =

∣

∣

∣

∣

∣

Tu−

j
∑

i=1

d(ui)

∣

∣

∣

∣

∣

(6.11)

Based on historical data of the performed urgent surgeries, the duration

of an urgent patient d(ui) has been analyzed. It has been observed that

this duration, after applying the Johnson Transformation [13]:

Z = −0.0455 + 0.5280 · sinh−1

(

d(ui)− 299.254

19.759

)

, (6.12)

follows a Normal distribution such that Z ∼ N(−0.06289, 0.93346). So,

in order to generate the expected duration of an urgent patient, first

Z ∼ N(−0.06289, 0.93346) is generated randomly and then, using (6.12)

d(ui) is obtained.

The urgent patients are scheduled using the MIQP (6.8) and after this, the

elective and urgent patients scheduled in each oi ∈ O are sequenced using the

BIM problem described in Sec. 6.3.3.

6.4.2 Surgery activity simulation in a OR

Once the elective and urgent surgeries are scheduled and sequenced, a time

simulation of the activity surgeries is performed for each OR. The following

considerations are taken into account:
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Delayed OR opening. Based on historical data, it has been observed

that there is a delay Dt with respect to the starting time. This delay follows

a normal distribution Dt = N ∼ (10, 12). That is considered at the beginning

of each surgery day.

Performing urgent surgeries. For each urgent surgery scheduled, a

duration of the surgery and the cleaning time are generated. It is assumed

that the duration of an urgent surgery ui follow a normal distribution Uti =

N(d(ui), 10) in which the average value is the expected duration d(ui) and

the standard deviation is 10 minutes. The cleaning time Ct after a surgery

(elective or urgent) is performed assuming to follow a normal distribution such

that Ct = N(20, 10). So the total time after the last urgent patient has been

surgically operated is as follow:

Tt = Dt+ Ut1 +
k
∑

i=2

(Ct+ Uti),

where k is the total number of urgent patients scheduled in the OR. Notice

that the cleaning time after the last urgent surgery is not included yet.

Performing or canceling elective surgeries. A scheduled elective

surgery (si) is performed only if it is expected that the DWT is not exceeded.

For this, before starting an elective surgery, it is necessary to check if the ex-

pected duration of the cleaning time (20 minutes) plus the average duration

of the elective surgery (µd(si)) plus the actual total time Tt is lower than the

DWT. So for each one of the elective surgery scheduled in the OR:

• if DWT ≥ Tt+20+µd(si) the surgery is performed and the total time Tt

is updated by adding the cleaning time and the duration of the elective

surgery si:

Tt := Tt + Ct+ d(si).

Notice that Ct and d(si) are random variables with normal pdf and

consequently, adding these durations to the Tt it is possible that the

DWT is exceeded although it was not expected considering their average

values.

• if DWT < Tt + 20 + µd(si) it is expected that performing the surgery si
the DWT X will be exceeded and the surgery is canceled.
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Finally, the number of elective scheduled patients (# Sp), the number of

elective treated patients (# Tp), the number of elective canceled patients (#

Cp) and the number of ORs in which DWT is exceeded (# Et) are computed.

To obtain more robust results, 150 replications are performed for each solution,

computing the average values of: # Sp #Tp, #Cp and #Et.

6.5 Numerical Results

In this section, following the methodology explained in Sec. 6.4, different

simulation results are showed and compared. They are shown in Tab. 6.2,

which is divided in 3 parts for easier analysis and for simple reading. The

first column shows the number of corresponding simulations. The next three

columns represent the target EST of each OR. The fifth column indicates

the sum of the time percentage reserved for elective patients in each OR:
∑3

i=1 est(oi). The sixth column shows the target DST. Finally, the last four

columns indicate the #Sp, #Tp, #Cp and #Et respectively.

Table 6.2: Simulation results of 200 days in the studied department with
different est(oi) and DST

Sim
est(o1)
[%]

est(o2)
[%]

est(o3)
[%]

3
∑

i=1

est(oi)
DST
[%]

#Sp #Tp #Cp #Et

1 75 75 0

150 75

1067 975 92 64
2 75 42.5 32.5 1060 960 100 43
3 60 50 40 1064 981 83 43
4 60 55 35 1068 966 102 43

5 60 55 40
155

75

1098 981 117 49
6 60 50 45 1091 982 109 46
7 60 45 40

145
1030 964 66 38

8 60 50 35 1038 967 71 39

9
60 50 40 150

78 1064 973 91 46
10 72 1064 972 92 42

In the first part of Tab. 6.2 (simulation 1 to 4), the influence of dif-

ferent target EST est(oi) adding together the same elective surgery total

time is checked. Moreover, the same target DST= 75% is fixed. In the
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first simulation, the ORs o1 and o2 are reserved only for elective patients

(est(o1) = est(o2) = 75%) and the OR o3 is reserved only for urgent patients:

(est(o3) = 0%). In the second simulation, the strategy is to reserve OR o1
for elective patients (est(o1) = 75%) while ORs o2 and o3 combine the elec-

tive patients (est(o2) = 42.5% and est(o3) = 32.5%) with the urgent ones

(75 − 42.5 = 32.5% and 75 − 32.5 = 42.5%). Finally, the last two strategies

use the 3 ORs in a combined way scheduling elective and urgent patients as is

shown in Tab. 6.2. Because the total time assigned to the elective surgeries is

the same for all distribution (
∑3

i=1 est(oi) = 150), as it can be expected, the

number of elective patients scheduled (# Sp) is really similar in each simulation

(between 1060-1068). The first strategy, with the OR o3 reserved for urgent

patients, has the greatest number of ORs working days in which the DWT

is exceeded (#Et=64). It happened because in OR o3 there are only urgent

patients who cannot be canceled. Regarding the number of canceled patients

(#Cp), the strategy in the simulation 3 (est(o1) = 60%, est(o2) = 50% and

est(o3) = 40%) that combines the scheduled of elective and urgent patients in

the three ORs have the lowest number of canceled patients (#Cp=83), and

consequently, the highest number of treated patients (#Tp=981). So, the

best option according to this simulations is to combine the surgeries of elective

patients and urgent patients in all the three ORs such that est(o1) = 60%,

est(o2) = 50% and est(o3) = 40%.

In the second part of Tab. 6.2 (simulations 5-8), the influence of the total

time assigned to elective patients (
∑3

i=1 est(oi)) is studied. In all simulations

of the second part, the three ORs are scheduled in a combined way (elective

and urgent patients). In the first two simulations of the part 2 (#5 and #6),

the time assigned to elective patients is increased (
∑3

i=1 est(oi) = 155%) while

in the two last simulations (#7 and #8) this time is decreased (
∑3

i=1 est(oi) =

145%).

Analyzing simulations #5 and #6, it can be observed that increasing the

time assigned to the elective patients from 150% to 155% the number of sched-

uled patients #Sp also increase (from 1064 to 1091 and 1098 respectively).

However, this increase is not reflected in the number of treated patients #Tp

(from 981 to 981 and 982 respectively), since the number of canceled surgeries

#Cp is also increased (from 83 to 117 and 109 respectively). Regarding the

number of days in which the DWT is exceeded #Et, it is increased (from 43 to
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49 and 46 respectively). So, increasing the time reserved for elective patients

above 150 % the solutions are worst: the number of treated patients does not

increase. Nevertheless, the number of canceled patients and the number of OR

working days in which the DWT is exceeded are increased.

According to simulations #7 and #8, it can be seen that decreasing the

time assigned to elective patients from 150% to 145%, the number of elective

scheduled patients #Sp, elective treated patients #Tp and elective canceled

patients #Cp decrease. From the point of view of elective treated patients,

the solutions obtained are worse. However taking into account the quality of

the service, it could be reflected in the number of days in which the DWT

is exceeded (#Et) or in the number of elective patients treated for each one

canceled (#Tp
#Cp

), the solutions obtained are better.

Finally, in the two last simulations (#9 and #10) the influence of the

target DST is showed. For that, two simulations with the same cumulative

target EST than in the simulation 3 but with different target DST are showed.

In the ninth simulation, a target DST=78% is considered while in the tenth

one a target DST=72% is chosen. In both cases, the results obtained are

worse: with DST=78%, a higher probability of exceeding the total time exists,

and consequently, a more number of patients are canceled; with DST=72%,

although the probability of exceeding the DWT is lower, the ORs are scheduled

with a lower total capacity. This means that lower is the urgent capacity

scheduled and the urgent list increase. Consequently, when the arrival of urgent

patients has a peak, greater is the number of elective patients canceled.

6.6 Discussion

A three steps approach to surgery planning of elective and urgent patients has

been proposed in this chapter. The first step uses a MILP. The purpose is

to schedule the elective patients with a given Elective Surgery Time (est(oi))

in each OR, respecting as much as possible the order of the patients in the

waiting list. In the second step, the day before surgeries, the urgent patients

are scheduled in the unoccupied time of the ORs by solving MIQP (6.8). This

model tries to obtain a target Daily Surgery Time (DST) of the OR, but

ensuring that the urgent patients do not wait more than 48 hours. Finally, in

the third step, by solving a Break In Moments (BIM) problem, the scheduled



6.6. DISCUSSION 159

(elective and urgent) are sequenced in such way that the maximum time that

an emergency patient eventually arrives at the hospital waits is minimized.

The problems have been tested and compared using data derived from the

Orthopedic Surgery Department of the “Lozano Blesa” Hospital in Zaragoza,

Spain. In order to check the influence of the target est(oi) in each OR and the

target DST realistic simulations have been performed. In these simulations,

the performance of the service has been analyzed by the number of treated

elective patients (#Tp). Moreover, the quality of the service is also analyzed

considering the number of canceled patients (#Cp) and the number of days in

which the Daily Working Time (DWT) is exceeded (#Et).

The simulation results show that the strategy of scheduling elective and

urgent patients in all ORs is better than the strategy of reserving some ORs

exclusively for elective or urgent patients. More patients are scheduled, lower

is the number of canceled patients and lower is the number of blocks that

exceed the available time. Moreover, for the studied department, it has been

observed that increasing the sum of the time assigned for elective patients in

each OR (
∑3

i=1 (DST (oi))) above 150, the performance of the service does not

increase and the quality decreases, so worse solution are obtained. However,

up to around 150, the performance of the service is improved, but the quality

is decreased, being necessary to establish a compromise between efficiency

and quality. Finally, it has been observed that a target DST around 75% is

appropriate while a target DST above 75% implies a high risk of exceeding

the DWT. Furthermore, a target DST below 75% implies smaller utilization

of the ORs.

A target ESTs of 60%, 50% and 40% (Sim. #3) for the three ORs have been

considered as a good option for the Orthopedic department in the “Lozano

Blesa” Hospital of Zaragoza.





Chapter 7

Decision Support System and

Software tool for surgery

scheduling

Summary

Medical doctors should spend their working time taking care of patients. How-

ever, they also play the role of decision makers being involved, for example, in

scheduling surgeries in ORs. Although some doctors might be doing this for a

long time, which gives them experience in such decisions, the efficiency of the

operation room can be improved with the help of some technical solutions that

are the result of advanced research in planning and scheduling surgeries. Such

technical solutions can also decrease the overtime hours and reduce the un-

der/over utilization of some operating rooms. This chapter’s focus is to create

such a solution that will help medical doctors to spend less time in managing

tasks and have a better occupancy rate within the available capacity of the

operation room. It will also decrease the stress level and allow medical doctors

to offer more of their time to healthcare. First, a Decision Support System

(DSS) for surgery scheduling is proposed. Then, based on this DSS, a software

solution with a friendly interface is developed. Finally, a real case study is

discussed. The DSS and the software tool are explained in [15, 16].

161
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7.1 Decision Support System

A DSS for OR scheduling was proposed in [26]. It uses as core a MILP prob-

lem that takes into account the preference order of the patients. However,

this approach does not consider the variability on the uncertain parameters

(surgery duration, cleaning time, etc) and consequently can not manage the

risk of exceeding the total time. The DSS proposed in this work uses the SHA

(Sec. 5.3.3) that allows doctors to impose a minimum confidence level of not

exceeding the total time in a surgical block. In this way, doctors not only can

manage the risk but also they can know in advance the probability that each

block exceed the available time.

The DSS proposed in [26] allows to perform medium term estimation and

short term scheduling as well as manual modifications. The DSS proposed

here, in addition to the aforementioned, can also perform the management of

medical teams and OR time table. Moreover, it is possible to perform iterative

scheduling which is useful if, for example, after obtaining a first scheduling,

some patients inform that they can not attend the day of their surgeries.

Furthermore, after a surgery is performed, the DSS automatically updates

and customizes the surgeries duration depending on the surgeon. Finally, in

order to provide a safe environment to work and better security of the medical

data, different access level are provided to every user.

For the DSS is assumed that each doctor in the hospital department has

his own list of patients and the waiting list of a team is composed by the

merged list of doctors belonging to the team. Each team has a coordinator

who must schedule the patients from the waiting list of his/her team during

the time blocks previously booked by the head of the department. So, the main

objective of the DSS is to help medical doctors to perform a rapid efficient and

dynamic scheduling of elective patients.

Fig. 7.1 shows the organizational structure of a hospital department com-

posed by 5 surgeon groups and 2 ORs. Each strong color person represents

a coordinator and the fade colors ones represent team members. The small

squares are each doctors waiting list. The circles are the available ORs. The

strong red person is also the head of the department so, he/she books OR

for teams. The coordinators (in strong colors) take the days booked for their

teams and create the scheduling of the patients from the team waiting list,
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represented by the big squares.

Figure 7.1: Organizational structure in the studied hospital departments

The DSS uses as a core for the scheduling of patients the SHA. But, also

other features are included which enable a) manage medical teams and OR

time-table b) updating the waiting list c) dynamic planning and d) improving

the input data by updating the surgeries duration.

7.1.1 Manage medical team and OR time-table

Normally the medical teams are composed by the same medical doctors. How-

ever, sometimes medical doctors could move from one team to another. The

head of the department is responsible for updating the medical teams and in-

cluding this information in the DSS. Moreover, the head of the department

should define the ORs time-table in the DSS. The OR, the date, the start-

ing time and the ending time of each time block assigned to each team is the

information that must be included in the DSS.
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7.1.2 Updating the waiting list

Generally, the new arrival patients are included at the end of the waiting list.

However, depending on medical criteria, the surgeon could decide to advance

the patient into a higher position in the waiting list. The DSS, automatically

orders the waiting list of patients. There are 2 parameters influencing directly

the position of the patient in the waiting list.

1. The first parameter is related to the waiting time for surgery. A score

S1 of 10 is given to the patient with the highest number of waiting days,

while the newest patient has a score of 0. A proportional score between

10 and 0 is given to other patients. In the calculation of total score

(denoted ST ) the score S1 have a weight of p1.

2. The second parameter has to do with the surgery priority. Although non-

urgent surgeries are scheduled with the DSS, 3 levels of priority 1, 2 and

3 are considering by doctors depending on the urgency. A corresponding

score (S2) of 0, 5 and 10 is associated respectively. The weight of S2 in

the computation of ST is p2.

Assuming p1 + p2 = 1, the final score is obtained as follow:

ST = p1 · S1 + p2 · S2 (7.1)

Finally the patients are ordered according to their total score. The patient

with the highest total score will be the first, while the patient with the lowest

punctuation will be the last one.

7.1.3 Iterative planning

The scheduler of each medical team performs the scheduling for the next |B|

time blocks (this is done by using the SHA). The secretary calls the patients

scheduled and ask them for their availability on the scheduled date. The sec-

retary gives back this information to the team scheduler who should schedule

again the empty gaps. This process is repeated until the |B| time blocks are

completely scheduled with all patients confirmed.

During the iterative scheduling, if a patient confirms the attendance, she/he

is fixed in the corresponding time block. However, in case that a patient
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cannot be contacted or he/she cannot be hospime block. However, in case

that a patient cannot be contacted or he/she cannot be hospitalized, then the

patient is not considered for the scheduling of the next |B| time block.

So, in the next iteration, the patients previously confirmed and the patients

who cannot be hospitalized are not considered in the waiting list. The SHA

schedule new patients in the gaps of the time block uncompleted.

7.1.4 Updating and customizing the averages durations

The average duration and standard deviation of each type of surgery should

be computed using historical data from the hospital department. Considering

a period of two years, a sufficiently high number of surgeries of each type is

obtained and the average durations are representative. However, depending

on the skills and experience of the surgeons, significant differences could exist

between their average durations. Moreover, in general, for the same medical

doctor, a continuous decreasing of the average durations occurs after perform-

ing the same surgery several times. So, a dynamic update of these input values

is really important.

When a surgery is finished, the surgeon who has performed it and the time

spent are introduced in the DSS which registers this information in a database

and updates the average duration database.

7.1.5 Overview of the DSS

All the previously explained features are integrated into the DSS whose flowchart

is given in Fig. 7.2.

When a new patient arrives at the service, he/she is introduced into the

waiting list of a medical doctor. Each surgeon is responsible for including their

patients in the system. The DSS recognizes the surgeon (using a personal

password) and he/she must enter some personal information of the patient,

the pathology and the priority of the surgery. Additionally, the DSS saves

the actual date (to compute the waiting time in the list) and the surgeon to

whom the patient belongs. When a team scheduler wants to perform schedul-

ing, he/she is recognized by the DSS which, considering the doctors currently

belonging to his/her team, automatically composes the ordered waiting list of

patients.
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Figure 7.2: Flowchart of the DSS. Discontinuous colored boxes reference the
5 main panels included in the developed software tool: 1) Medical teams; 2)
Patients; 3) Surgeries; 4) OR timetable; and 5) Scheduling

The DSS has a database, which is updated every time that a surgery is

performed. The pathology and its surgery durations are saved in the database.

So considering this information, the tool assigns average theoretical durations

and standard deviation to each surgery in the waiting list. In this way, the

vectors µw and σw are generated. On the other hand, the DSS save the OR

time-table introduced previously by the head of the department. That is, the

time blocks booked for each team as well as their duration defined as l(bi).

The DSS performs an operation scheduling in an iterative way. The input

data that the team’s manager has to introduce in the DSS to schedule the

next time blocks are: i) the minimum confidence level Cl and ii) the number
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of time blocks to schedule |B|.

When a patient has been scheduled, his/her state change from “pending”

to “scheduled”. Once a specific surgery is performed, the surgeon indicates

this situation in the DSS and the corresponding patient is removed from the

waiting list. Additionally, the surgeon introduces the operating time in the

tool and this new input data is used to update the average duration. If finally

a scheduled surgery is not performed, the DSS changes the state of this surgery

from “scheduled” to “pending”.

7.2 CIPLAN: a software tool for elective surgery

scheduling

In this section, based on the previously described DSS, we propose a software-

based solution called CIPLAN which is presented, along with the advantages

and features that it brings. The software tool’s focus is to help doctors to

spend less time in managing tasks and have a better occupancy rate within

the available capacity. This application is made to be used by the medical

staff of surgery Departments. Its interface is designed to help to manage the

medical teams and patients in a more clear, efficient and easy way. It will

also decrease the stress level and will allow doctors to offer more of their time

to patients. CIPLAN has been developed in JAVA language and has a SQL

database. Moreover, in order to provide a safe work environment and better

security of the medical data, different access level are provided to the users.

Other software tools, such as GUIDE [70] or HEAT[54] have been proposed

for the development and analysis of clinical pathways in order to control the

effectiveness and efficiency of the medical interventions. However, these soft-

ware tools do not provide decisions about the scheduling of patients. There

are other commercial software solutions available for general scheduling which

could be adapted to be used in a hospital. However, these solutions, in addition

of having a high price, may not consider aspects related with the management

of medical teams, waiting lists or ORs. Our proposed solution had been devel-

oped in collaboration with doctors of the ”Lozano Blesa” hospital. So, their

concerns and preferences had been considered not only at the level of surgical

scheduling but also at the user interface level.
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7.2.1 Features of CIPLAN

After the user has logged in, depending on the access level, the application can

be used for:

1. Managing medical teams

• Add/remove doctor from team or medical teams;

• Move doctor to another medical team;

• Change the medical leader of the team or the team name.

2. Managing patients

• Add/remove/update patients or patient details;

• Add/remove/change surgeries from patients medical history;

• Manually schedule a patient to a certain medical team and doctor

and to a certain day;

• Unschedule a patient that cannot reach the hospital in the assigned

day.

3. Managing operating rooms

• Add/remove operating rooms from the operating theater;

• Schedule a medical team in a certain day for each operating room;

• Change data in the currently available time table.

4. Planning and scheduling patients from a certain waiting list for a given

number of working days.

5. Adding the information of the performed surgery for each patient to

whom the scheduled surgery is completed.

7.2.2 Back end implementation

The back-end implementation has 5 different internal packages. One pack-

age for each user interface language available (English and Spanish), one for

the main-files, one for the common classes (e.g., Patient, Doctor, Surgery or
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Database Connection/Query) and another one for defining and computing the

heuristic model

The main-files package contains the entry-point class of this application

which creates a “Welcome window” and makes it visible (Fig. 7.3).

Figure 7.3: Welcome window of CIPLAN

At this point, the user will choose the language to use during the next

session. For the following descriptions, we will use the English version of the

interface. If the application cannot connect to the database, an error message

will be prompted.

The session is initialized with a login form in the language chosen by the

user (Fig 7.4). If the user name is not in the database or the password is

wrong, an error message will be prompted to inform the user about the login

failure. After a successful log in, the application will start with the user’s

clearance level. Further details about the interface application can be found

in Sec. 7.2.4.

Figure 7.4: English session login window for the surgery planning application

The common File package contains all the classes for defying and managing

patients, users, doctors, operating rooms, as well as the connection and queries
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with the database. All these classes are explained below:

• PatientIdentifiers contains patientId, lastName, firstName, gender,

dateOfBirth, remarks and medicalHistory. Remarks are strictly con-

nected with the patient and not with any surgery from patient’s medical

history

• PatientMedicalHistory contains vectors of same length for surgery-

Name, pathologyName, doctorInCharge, doctorTeamLead, admission-

Date, scheduledForSurgery, scheduledDate and surgeryCompleted. The

fields“scheduled- ForSurger” and ‘ surgeryComplete” are boolean fields

that express if the patient was scheduled for surgery (or not) and if

the surgery was completed (or not) - only if the patient was scheduled.

The“admissionDat” field is used to arrange the patients in the waiting

list regarding the number of days the patients are waiting to be sched-

uled.

• PatientList is the interface class with the database for managing new

or existing patients.

• MedicIdentfier contains the last name and the first name of the doctor,

the doctor’s department, “IDnumber” and the coordinator’s “IDnumber”

• MedicalTeams is the interface class with the database for managing

new and existing doctors and medical teams

• SurgeriesList is the interface class with the database for managing new

and available surgeries that can be performed in the current department

• ORClass contains the ID, name and type of the operating room, as well

as the booking details like: date, starting and ending hour and teamName

• OperationRooms is the interface class with the database for managing

the operating theatre and the assigned medical teams to each operating

room

• Users is the interface class with the database for managing the users.

This class contains a private passPhrase to encrypt the passwords.
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The heuristic model package contains the implementation of the SHA. To

use this class and schedule patients, an instance of it needs to be created.

Before calling the public method of scheduling patients, the “patientList” needs

to be set. If there are no patients in the waiting list the scheduling does

not start. Also, if the number of time blocks to schedule is less than 1, the

scheduling will not start. In both cases, an error message will be displaid.

The user interface package will be explained in more details in Sec. 7.2.4.

7.2.3 Database

The application has a local relational database (within the hospitals intra-net).

It’s structure is showed in Fig. 7.5.

Figure 7.5: Database structure for CIPLAN

In the lower right corner, is the “User” table, it contains information about

all users allowed to connect, their access level and their hashed passwords.

Access levels are described as follows:

• head of department : can book time blocks of the ORs for the teams.

Moreover he/she also manage the medical staff;

• coordinator (team leader): can perform scheduling for his team’s waiting

list;
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• medic: can add/remove new/performed surgeries in the department;

• assistant (nurse): add/update patients in the database;

Besides “Users” table, there are other primary tables in the database, as it

follows:

• surgeries contains id and name for the available surgeries in the depart-

ment

• pathologies contains id and name for the pathologies treated in the

department

• departments contains id and name of all the departments joined the

current medical teams

• patients contains id, first name, last name, gender, date of birth and

remarks

All the other tables depend on one or more tables described above. These

are:

• doctors contains doctor Id, first name, last name, coordinator Id, de-

partment Id and team Id

• medicalTeams contains team Id, team name and coordinator Id

• patientDetails contains patient Id, surgery Id, pathology Id, doctor Id,

teamLeader Id, admissionDate, scheduled, completed, scheduledDate

• operatingRoomDetails contains operatingRoom Id, scheduleDate (=book-

ing date), start time, end time, team Id

• operationTheatre contains operatingRoom Id, operatingRoom Name,

operatingRoom Type (Morning or Afternoon)

According with the details given in previous section, database files (database-

Queries and databaseConnection) are in the common files package. Database-

Queries class contains methods with all the queries for the database.
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7.2.4 User interface

The User Interface (UI) is designed and implemented in six main panels. The

first five appear in discontinuous colored boxes in the flowchart of the DSS

(Fig. 7.2). They are split as follow:

1. Medical teams : all the actions about medical staff can be performed in

this panel by the head of department. All other users can only see the

information.

2. Patients : all users can see/add/update/remove a patient or patient’s

details.

3. Surgeries : the set of elective surgeries that can be performed in the

department are added in this panel. Existing surgeries can be updated

or removed by any user with access level ”Medic” or above. The average

duration and the standard deviation of any surgery can be consulted

here.

4. OR timetable: all users can see the timetable for each OR, but only the

head of department can edit data from this panel.

5. Schedule: all coordinators have access to this panel for creating schedules

from team’s waiting list.

6. User : every user can change its own password. The head of department

can edit other users credentials. This panel is also used for ending the

current working session by logging out the user. The application will not

close if the user does not logout.

Medical teams panel

“Medical teams” panel is shown in Fig. 7.6. It has three different kinds of

subpanels: i) the last one allows managing doctor, ii) the penultimate allows

managing medical team, and iii) the other ones give information about the

medical teams.

In Fig. 7.6, first 5 subpanels are describing the current 5 available teams.

The name in each one of these subpanels correspond with the medical team’s

name (e.g. ”Superman”, ”Rainbows” or ”coder fault”). These subpanels have
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Figure 7.6: Medical teams panel for CIPLAN

all the details about the medical team: doctors belonging, team coordinator

and time blocks booked for the team.

The two buttons available on a “team” subpanel (Fig. 7.6) are enabled

only for team leaders. A team leader can change the name of his own team.

After the change, any user will be able to see it. If the team does not have

members, the leader can delete the team. “Manage medical teams” subpanel

(Fig. 7.7) has two parts but only one of them is enabled at a time.

Figure 7.7: Medical teams management subpanel for CIPLAN
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The enabled part in Fig. 7.7, allows the user to change the medical team

leader with another doctor from the same team, or to add a new doctor to an

existing team. If the user wants to add a new medical team, then checking

the box ‘ Add new medical team” is mandatory. Doing so, the second part

will be enabled and the first part will be disabled. The user has the ability

to manage the medical teams only if it is Head of Department. No other

user type is allowed to modify the structures of the medical teams and their

coordinators. Even though the medical staff can only be updated by the Head

of Department, all users can see the details of any doctor in “Manage doctors”

panel (Fig. 7.8).

Figure 7.8: Medical staff management for CIPLAN

From the drop-down box, in Fig. 7.8, user can select any existing doctor

and see its details. The available details about the selected doctor include: co-

ordinator’s details, team name, and doctor’s details. The Head of Department

can remove the selected doctor if the current doctor is not a team leader. For

deleting a team leader, another doctor from the same team must take the team

leader position. Doing so, the doctor is not a team leader anymore and can be

removed from the database. If there is no other doctor in the selected doctor’s

team, removing the doctor means leaving a medical team empty (no member
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at all) and this is not a realistic option. For this case, when the team should no

longer be in the system, the Head of Department should move selected doctor

(current team leader of a team that is no longer needed) into another team.

In the bottom-right side, there is a button for this step. After this operation,

the empty team will be deleted from the system. At this point, the selected

doctor is not a team leader anymore and the doctor team is no longer in the

system. So, there are no restrictions anymore in removing the selected doctor

from the database. This way of removing the medical team or team leader

form database has been chosen because, when a doctor is removed from the

database, all the patients that the doctor is assigned to perform a surgery, will

be automatically transferred in team leader’s waiting list.

Patients panel

The second main panel is about patients and it is composed of four subpanels.

The first subpanel is shown in Fig. 7.9. It contains the team (or doctor) patient

Figure 7.9: Patient list subpanel in CIPLAN

list, depending on the selection in the drop-down box. After a selection is made,

the list of patients will be shown in the left side of the interface. In this panel,

all the details about a patient, in a certain waiting list, can be seen. When a

patient from the list is selected, fields on the right side and the bottom table

will be updated with selected patient’s details and it’s full medical history. To

see details about a certain patient, user should use “Search patient” subpanel
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Figure 7.10: Search patient in CIPLAN

(Fig. 7.10). The patient can be searched in database using 2 different criteria

(mapped on two different buttons):

• patient Id. The id is the history medical number that a patient has

assigned in the local database when the patient was added

• patient name. It is recommended full name, but using partial name

(either last or first) is also acceptable.

Figure 7.11: Add new patient in CIPLAN
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If a patient does not exist in the database, it can be added using “Add new

patient” panel (Fig 7.11). To make the search option easier and accurate, all

the fields are mandatory. If in the adding of a new patient there is an existing

patient in database that matches the input details, an error message will be

prompted. After patient details have been added in the database, a message

will inform the user that the adding operation was completed successfully.

Moreover, a waiting list of patients can be upload from a CVS file using the

“Add a list of patients (CVS)” button. The CVS input file must have a

predefined structure, in other cases, an error message is shown.

9

Figure 7.12: Update patinets information in CIPLAN

In the “Update patient” panel (Fig. 7.12) any personal details about an

existing patient can be modified.Like in “Search patient” panel, “Update pa-

tient” panel also allows the user to search patients by name (and birth date)

or by ID. In the right side, the user can add or update surgeries for patient.

“Add surgery” button will be enabled only if the “Add new surgery” option

is checked. In this case, user can add one or more surgeries (only one at a

time) for patient using the drop-down boxes. If “Update existing surgery” op-

tion is checked, the drop-down boxes will only contain approved surgeries that

were not completed (either scheduled or not). At this point, when a surgery
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is selected, user can change the medical team and/or the doctor in charge or

schedule/unschedule the patient. If the doctor in charge cannot complete the

surgery, another doctor (from the same team or another one) can be assigned.

If the patient was scheduled for surgery but unavailable on the schedule date,

user can unschedule the patient’s surgery or reschedule it on another free day.

Any changes should be saved using “Save surgery” button. If for some rea-

son, the patient (either scheduled or not) will not have the surgery anymore,

user can remove the surgery from patient’s medical history. Everything in

“Patients” main panel is available to all users, regardless the clearance level.

Surgeries

The third main panel, “Surgeries”, is shown in Fig 7.13. This panel contains a

list with all surgeries that can be performed in the Department. Every surgery

has assigned the usual pathology, the average duration [min] and the standard

deviation [min]. Buttons are enabled for all users with clearance level grater or

equal with ”medic”. These buttons offer the possibility to add new surgeries,

update the timings for the existing ones or remove surgeries from database.

Removing surgeries can only be done if there is no doctor assign to them and

no patient admitted for this surgery and not performed yet.

Figure 7.13: Surgery panel in CIPLAN
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OR timetable

Fig. 7.14 shows the fourth main panel called “OR timetable”. It contains as

many subpanels as there are ORs available for performing elective surgeries in

the department. So, each subpanel represents one OR. Selecting one subpanel,

it is shown the time-table of the corresponding OR. These subpanels are en-

abled for editing only for the Head of Department. The other types of user

can only see the time blocks booked for any OR.

Each operating room has a default name that can be changed using the

corresponding button. A team can be booked in the selected operating room

only if:

• there is no other team booked in the desired date

• team is not booked in the desired date on another operating room

Figure 7.14: OR timetable panel in CIPLAN

The processes from which the head of the department can book an OR for

a given team is as follow. First, the team and the date must be selected. Then

the starting and ending time of the block are chosen. Finally, if all the fields

are filed correctly, pressing “Book” button a new booking will be added in the

operating room’s timetable. There is no edit option for existing bookings. To

do so, the wrong booking must be deleted, then create another booking. To
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delete an existing booking, a pop-up window will request for the date of the

booking that should be deleted.

There are two types of ORs available: morning and afternoon. The differ-

ence between them is only about the timing. A morning OR can be available

between 8:00 and 17:55, but an afternoon OR can be available only between

14:00 and 20:55. Regardless of the type, an OR can be deleted only if there

is no team booked from the current date forward and if it is not the only one

left.

Schedule

The fifth panel, “Schedule”, is the main reason of CIPLAN. This panel allows

to any user with a clearance level of at least “coordinator” to schedule patients

automatically.

Figure 7.15: Create scheduling in CIPLAN

The sub-panel “Create schedule” is shown in Fig. 7.15. It allows the user to

schedule patients for a certain number of time blocks. The maximum number

of time blocks is automatically updated in the corresponding text box when a

medical team is selected. For the scheduling program to start, the number of
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time blocks to schedule has to be greater or equals to 1. Another parameter

needed for scheduling patients is the minimum confidence level allowed not

exceeding the available time. After the team is selected and all parameters

are between boundaries, a schedule can be ordered with “Schedule patients”

button. A scheduling summary will appear in the white area at the bottom of

the panel. It will contain the following information for each time block:

• the date, the name of the OR and the starting/ending time booked in

the block

• the ID of the patients scheduled

• the estimated occupation rate and the confidence level of not exceeding

the available time.

To see scheduling details for a certain time block, subpanel “See schedule”

(Fig. 7.16) can be used. First, an OR or a medical team must be selected

and then a date is chosen. The calendar will only show the available dates

for the selected OR or medical team. All details about the patients scheduled

are shown. Moreover, at the bottom of ”See schedule” panel, can be found

the total estimated time along with a percentage from the total day time, also

shown below.

Figure 7.16: See schedule in CIPLAN

After a surgery is performed, it should be checked as completed. Sub-panel

”Set surgery as completed”, as shown in figure 7.17, allows users to do so. As

a first step, the user should select the day in which the patient was scheduled.
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To set a surgery as completed, the user has to first select the patient and then

press the “Set completed” button. An informing message will be shown before

surgery to be set as completed. At this point, the user can either cancel the

operation or accept the action of setting it as completed.

Figure 7.17: Set a surgery as completed in CIPLAN

User

The last main panel contains only ”User” related operations like: Create user

(Fig. 7.18), delete user (Fig. 7.19), manage user (Fig. 7.20) and logout (Fig.

7.21). Only the Head of Department can create a new user or delete an existing

one. When creating a new user, the default value for the clearance level of the

new user is “medic”.

Figure 7.18: Create a new user in CIPLAN
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If a user should no longer have access to the application, the Head of

Department can delete the user and its details (password and clearance level)

from database. Once the operation is successfully completed, the user that

Figure 7.19: Delete a existing user in CIPLAN

had just been deleted, cannot connect into the application. if the user does

not exist or cannot be deleted, an error message will be prompted.

If the user wants to change its personal details (password), user can do it

in “Manage user” subpanel. For changing the password of its own account, the

user needs to put the current password along with the new one. The admin user

can change password of any other user without needing the current password

of that user.

Figure 7.20: Modify access information for a existing user in CIPLAN

The last sub-pannel contains only the logout button. The application can-

not be closed through regular closing option regarding security reasons. Thus,

to close the application, users must logout first.
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Figure 7.21: Logout

7.3 Real case application using CIPLAN

A case study using CIPLAN in the OSD of the LBH is analyzed. First, the

hospital description is introduced, then the methodology used in the case study

is given and finally the scheduling obtained using CIPLAN is compared with

the manual scheduling.

7.3.1 Hospital Description

The LBH is a public hospital located in Zaragoza, Spain. The hospital pro-

vides health service to around 325.000 people and it is a reference center of

specialized attention of a population over 1 million inhabitants. The hospital

has 800 beds and 15 ORs for major surgery which is performed by 8 differ-

ent surgical departments. We set our case study in the Orthopedic Surgical

Department (OSD).

The OSD is composed by 5 medical teams and has assigned 3 ORs (OR1,

OR2 and OR3) from 8:30 a.m. to 3 p.m. every day. The current policy of

the department uses OR1 and OR2 for performing elective surgeries while the

OR3 is used for urgent patients. Tab. 7.1 shows the weekly OR time-table

during the mornings in the OSD. According to Tab. 7.1 each medical team

has two morning time blocks per week for performing surgeries on the elective

patients.

Moreover, there are others time blocks available for the department during

the afternoons (from 15:30 to 20:30). However these afternoon blocks have a
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Table 7.1: OR time-table in the Orthopedic Surgical Department of the HCU

OR 1 OR 2 OR 3
Mon team 1 team 2 team 3
Tue team 4 team 5 team 1
Wed team 2 team 3 team 4
Thu team 5 team 1 team 2
Fri team 3 team 4 team 5

variable time-table depending on the urgent surgeries. Normally, an afternoon

time block per week is assigned to each medical team.

7.3.2 Methodology of the case study

The main objective of the developed software tool is to improve the efficiency

and quality of the surgical service. So, in the case study we compare the

scheduling obtained manually with the scheduling obtained by using CIPLAN.

The methodology is as follows:

1. Analysis of manual scheduling.

Considering historical data of one medical team of the OSD, we analyze the

elective blocks scheduled during one year. In total, 156 consecutive surgical

blocks of elective patients are studied. 90 of them have morning schedule while

the others 56 have afternoon schedule. For each time block, the following

information is obtained:

1. Type of surgeries performed. In total 93 different kinds of surgeries has

been performed. Graph in Fig. 7.22 shows the occurrence of most com-

mon types of surgeries while Tab. 7.2 indicates the average and standard

deviation values of their durations. Notice that 10 types of surgeries rep-

resent around 75% of the total surgeries performed.

2. Starting and ending time of each surgery (real duration).

3. Expected and real occupation rate. It is considered that the effective time

in a surgery block is when a patient is being operated, therefore the
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occupation rate in a time block is computed as the effective time divided

by the total time.

4. Confidence level of not exceeding the available time. For computing the

probability of overtime, the delayed of the starting time (Dt) in a block

and the cleaning times (Ct) are assumed to follow normal distribution

such that: Dt = N(10, 12) and Ct = N(20, 15).

5. Real ending time of the blocks.
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Figure 7.22: Occurrence of surgeries in the OSD of the LBH

2. Create the waiting list.

The manual scheduling and consequently the surgeries types in the waiting list

are known. However, the preference order of each surgery in the waiting list

is unknown. In order to be able to obtain an ordered waiting list from which

the scheduling using CIPLAN is performed, it is assumed that the position

of the patients (surgeries) in the list corresponds to the order in which they

were operated by using the manual scheduling. That is, the first patient in

the waiting list is the patient who was performed first in the first time block

and so on. So, considering the surgeries performed in the 156 time blocks, an

ordered waiting list of 397 patients is created.
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Table 7.2: Duration of the surgeries more performed in the OSD of the LBH

Surgery type
Avg. duration

[min]
Std. Deviation

[min]
Knee arthroplasty 128 24,5

Coxarthrosis 127 28,2
Shoulder arthroscopy 113,3 29,6

Partial artroplastia furlong 115,7 27,5
Arthroscopy 77,9 18
Hallux Valgus 99 21,4
Carpal Tunnel 33,8 9,9
Knee instability 123,7 21,9
Knee mobilization 215 31,02
Hallux Valgus BI 97,2 17,15

3. Scheduling using CIPLAN.

First, the fields and data necessaries to perform the scheduling using CIPLAN

are included in the tool and then the scheduling is performed:

• All elective surgeries types that can be performed in the OSD are added

to CIPLAN including their average duration and standard deviation

(computed considering historical data of the team during last two years).

• A new medical team (team 1) is added to the tool. Moreover a new

doctor (doctor 1) is added to team 1.

• All patients in the waiting list composed using the 156 time blocks are

assigned to doctor 1.

• Considering the sequence of blocks in the manual scheduling, 3 time

blocks are booked weekly for team 1 during 50 weeks. The available

time of these blocks is exactly the same than in the manual scheduling:

some of them from 8:30 to 15:00 (morning blocks) and other ones from

15:30 to 20:30 (afternoon blocks).

• Using CIPLAN, the 150 time blocks previously booked are scheduled

considering a minimum confidence level of not exceeding the total time

equal to 69 %. This value is fixed by doctors.
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4. Analysis of the scheduling performed using CIPLAN.

For each time block scheduled, the following parameters are obtained:

• the expected occupation rate.

• the confidence level of not overtime.

• the “real” occupation rate.

• the “real” ending time.

The scheduling obtained by using CIPLAN has not been performed. So, in

order to compute the “real” occupation rate, the time spent when the surgeries

were performed (manual scheduling) has been considered.

7.3.3 Comparing the manual scheduling method with CI-

PLAN

Considering the methodology explained in the previous section, a comparison

between the scheduling obtained manually and the scheduling obtained using

CIPLAN is shown here. Particularly, the expected occupation rate (Fig. 7.23),

the real occupation rate (Fig. 7.24), the probability of not exceeding the available

time (Fig. 7.25) and the ending time (Fig. 7.26) of the blocks are represented.

Due to the large number of blocks analyzed (150), for easier reading of the

graphs, they are divided on morning and afternoon. Moreover all data of the

scheduling can be consulted in Appendix A.

Fig. 7.23 shows the expected occupation rate in each time block. The aver-

age value obtained using CIPLAN (77.41%) is greater than using the manual

method (75.5%). Moreover, it can be seen that in the scheduling obtained

using CIPLAN the values of the expected occupation rate in each time block

are more concentrated around the average value (σ = 3.61) than using the

manual scheduling (σ = 7.42).

In Fig. 7.24 the real occupation rate obtained in each time block is shown.

Again, the average value obtained using CIPLAN (76.92%) is greater that

the average value using the manual method (74.39%). Using CIPLAN the

improving in the occupation rate with respect to use the manual method is of

2.53 %.
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Figure 7.23: Comparison of the expected occupation rate obtained manually
and using CIPLAN

In Fig. 7.24 also is possible to check that using CIPLAN there are some

time blocks with occupation rates that are too high (over 95 %) and could lead

to exceed the available time. This does not happen as frequently in the manual

scheduling. Analyzing the results, we have observed that the scheduler (in the

manual method) know the surgery skill of the surgeon and can estimate better
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Figure 7.24: Comparison of the real occupation rate obtained manually and
using CIPLAN

the expected duration of the surgery depending on the surgeon. However

the CIPLAN scheduling algorithm initially use the average duration of the

surgeries. These average durations are computed considering historical data,

independently of the surgeon. As the tool is used, the time spent in each

surgery as well as the surgeon who performs it will be registered in CIPLAN.



192 CHAPTER 7. DECISION SUPPORT SYSTEM AND SOFTWARE TOOL

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

110%

0 20 40 60 80 100 120 140

Morning  blocks

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

110%

0 20 40 60 80 100 120 140

Afternoon  blocks

Probability of not overtime

Manual CIPLAN

Avg. CIPLAN =79.05% 

Avg. Manual =79.23% 

Figure 7.25: Probability of not exceeding the available time: Manual VS CI-
PLAN

So, the surgery duration will be more and more customized depending on the

surgeon and better results will be obtained.

In Fig. 7.25 the confidence level of not exceeding the available time is shown.

Using CIPLAN there are not time blocks with confidence level lower than 69 %.

However, using the manual method there are several time blocks with a really
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low confidence level. For example in the 5th morning time block (block 7 in the

Appendix A), the confidence level of not exceeding the available time is 16.69

%. This low value is obtained due to the scheduler knows the surgery skill of

the surgeon. Particularly, in this time block, 3 knee arthroplasties have been

scheduled. Considering the average duration and the standard deviation based

on historical data, the expected occupation rate is 98.4 % and the confidence

level of not exceed the available time is 16.69 %. However, the scheduler knows

that the surgeon who has to perform these knee arthroplasties needs 25 minutes

less than the average duration of his team. Consequently, the real occupation

rate obtained is 73.3 % and the time block ends at 13:52.

10:48

12:00

13:12

14:24

15:36

16:48

18:00

19:12

20:24

21:36

0 20 40 60 80 100 120 140

Manual CIPLAN Lim

Ending time of the blocks

Figure 7.26: Ending time of the blocks: manual VS CIPLAN

In Fig. 7.26 we show the ending time of each block. It can be observed that

using CIPLAN, there are 19 time block ending out of time while considering

the manual scheduling there are 11 time blocks exceeding the ending time.

According to the result obtained in the case study, the quality of the service
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decrease, ending some blocks out of time. However, this situation will be solved

when the average duration and standard deviation of the surgeries will be

customized depending on the surgeon. This customization will allow that the

real occupation rate will be more similar to the expected ones and consequently,

not only the number of block exceeding the available time will decrease, but

also the exceeding time.

From an economical point of view, using CIPLAN the improving in the

occupation rate with respect to use the manual method is of 2.53%. Only

considering the OSD, this 2.53% implies an increment ∆Oc of 109 effective

hours per year in the use of the ORs (7.2):

∆Oc =0.0253 ·

(

6.5

[

hours

block

]

· 90

[

block

team

]

+ 5

[

hours

block

]

· 56

[

block

team

])

· 5[team]

=109, 42

[

effe. hours

year

]

(7.2)

Assuming an occupation rate of 76.92% and time blocks of 6.5 hours, these

109.42 effective hours are equivalent to an increment ∆Tb of 21.88 morning

blocks per year (7.3):

∆Tb =
109.42

[

effe. h

year

]

0.7692
[

effe. h

h

]

· 6.5
[

h
block

] = 21.88

[

blocks

year

]

(7.3)

Considering that the cost of open an OR during 6.5 hours is 5.850 euros, the

use of CIPLAN in the surgical scheduling could suppose a saving of about

128.000 euros per year. The savings could be really greater extending the use

of CIPLAN to other Departments.

The time execution of the first 30 blocks considering the manual (Fig. 7.27)

and automatic (Fig. 7.28) schedulings are shown by two bar-graphs. Each row

is composed by boxes that represent different actions in one surgical time block.

Colored boxes represent surgeries while white boxes are cleaning times. On

the other hand, in order to check how much the order of patients in the waiting

list is respected, we have included the preference order of the patients inside

the colored boxes. Due to the fact that the waiting list of patients has been

constructed considering real surgeries, in Fig. 7.27 the patients are perfectly
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Figure 7.27: Manual scheduling of the blocks

ordered. However, considering the automatic method (Fig. 7.28), although the

SHA try to make the scheduling respecting as much as possible the order of

the patients in the waiting list, a little disorderliness results. In order to see it

in a visual way, three colors have been used with a different meaning:

• The patients delayed or advanced at most two time blocks with respect

to the manual scheduling (perfectly ordered) are in green boxes.
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Figure 7.28: Automatic scheduling of the blocks

• The patients delayed or advanced 3 or 4 time blocks with respect to the

manual scheduling are in yellow boxes.

• The patients delayed or advanced more than 4 time blocks with respect

to the manual scheduling are in red boxes.

The graphs in Fig. 7.27 and Fig. 7.28 only show the first 30 blocks. In

Apendix A can be consulted the scheduling of the 150 blocks. The number of
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patients advanced or delayed 3 or 4 blocks (yellow) is 80. However, only 5 of

them (19, 56, 66, 125 and 260) have been delayed. The number of patients

advanced more than 4 time blocks (red) is 49 and there are not patients delayed

more than 4 blocks with respect the manual scheduling. This means:

• 1.33% of the patients are delayed 3 or 4 blocks with respect to the pref-

erence order.

• The rest of patients have been scheduled no more than 2 blocks after than

the block where they were scheduled considering the manual method.

The doctors consider that the order of the patients in the waiting list is much

more respected in the scheduling obtained using CIPLAN than in the schedul-

ing carried out manually by them.

7.4 Discussion

Normally, in hospital, doctors are responsible for scheduling patients from the

waiting list to the time blocks. Currently, this task is performed manually

and has three main problems: i) doctors need to spend their time in the ad-

ministrative task (scheduling); ii) usually under or over utilization of the ORs

is obtained; and iii) objectivity can be questioned due to the scheduling is

made by humans. This chapter presents a Decision Support System (DSS),

that using a specific heuristic algorithm SHA, helps the hospital managers in

the scheduling of elective patients. In addition to schedule patients, the DSS

also includes features enabling the management of the medical teams and the

OR time-table, updating the waiting list of patients, iterative planning and

automatic improvement of the input data. In collaboration with the Orthope-

dic department in the ”Lozano Blesa” hospital (HCU) in Zaragoza a software

tool (CIPLAN) based on the proposed DSS has been developed. The prefer-

ences and concerns of doctors have been considered not only at the surgery

scheduling level but also at the user interface level. So, a friendly interface

divided in six main panels is proposed in CIPLAN. It has been developed in

Java language and use a SQL database. Moreover in order to provide a safe

environment to work and better security of the medical data, different access

level are provided to every user.
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In order to check the impact of the software tool in the efficiency and

the quality of the surgical service a case study considering real data in the

Orthopedic Department of the HCU has been discussed. The results show

that using CIPLAN an improving in the occupation rate of the ORs of 2.53%

can be reached. This means a saving of 128,000 euros yearly only considering

the Orthopedic department.

However, it has been observed that there are significant differences in the

surgery duration depending on the experience and on the surgery skill of the

surgeon. So, if the SHA works with general average duration, over and un-

der real occupation rate are obtained more frequently than working with cus-

tomized data. It would be convenient to customize the data of the surgical

durations depending on each surgeon. In this way, the expected occupation

rate and the expected ending time will be more similar to the real ones im-

proving the quality of the service.



Conclusions

The management of healthcare systems is a complex task due to its size, the

huge number of agents involved and their different expectations. However, it

could be alleviated by the use of technology. In this thesis, new methods and

formal models for healthcare system management are proposed. These new

methods allow to prevent system failures and on the other hand, to improve

the quality and efficiency of the hospitals.

The first part of the thesis deals with the modeling and analysis of hospitals

by the use of clinical pathways. In [6] a methodology to model healthcare

systems using Stochastic Well-formed Nets (SWN) is proposed. SWNs is a

class of colored Petri Nets that allows catching the multifaceted nature of the

system. However, due to the size and structure of the models, state-based

techniques and event simulations are hard to be used in the analysis of the

system.

In Chapter 2 we propose a methodology based on a set of relaxations,

abstractions and modifications for obtaining from the SWN model two dif-

ferent facets of the system where formal subclasses of Petri Nets are used.

The main advantage of these subclasses is that structural techniques can be

used to analyze different properties of the system. However, the decolorizing

of the SWN model implies the loss of synchronization between patients and

their customized information. The first facet (resource management facet) it

is modeled by S4PR subnets and considers the sharing resource of the clin-

ical pathways. The second one (handshake between clinical pathways) uses

Deterministically Synchronized Sequential Process (DSSP) and considers the

asynchronous communication between clinical pathways.

199
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A desirable property is the liveness of the system. In healthcare systems,

liveness implies that a patient cannot be trapped in the middle of a clinical

pathway. This situation could happen for example due to a badly designed

communication protocol. In Chapter 3 it is proposed a very easy and in-

tuitive deadlock prevention method in DSSP models. It is based on buffers

pre-assignment. Considering healthcare systems, this means that all informa-

tion required for following a clinical pathway must be available in the buffers

before that a patient start it. This is an hyper-constraint that is far along of a

“maximally permissive” approach. So, future questions that could improve the

method are: is it necessary to pre-assign all buffers? Which is the minimum

set of buffers that must be pre-assigned to ensure the liveness? Pre-assignment

method is easy to be applied, however, it only works in some particular struc-

ture of DSSP.

Chapter 4 provides a general method for liveness enforcement of DSSP. It

is based on computing a control PN from the original DSSP system. This con-

trol PN has a predefined type of structure and evolves synchronously with the

original DSSP. Through guards expressions, the state of the control PN pre-

vents the firing of some transition in the original DSSP ensuring that deadlock

states will not be reached.

So if a DSSP modeling a healthcare system is not live due to a badly

designed communication protocol, depending on the structure of the DSSP, it

could be easily solved using the buffer pre-assignment method. However, if the

structure of the DSSP is not appropriate for applying buffer pre-assignment,

the general approach can be used to prevent the deadlock of the net. This

general approach ensures the liveness in any DSSP structure. Moreover, this

second method is more permissible than the buffers pre-assignment approach.

It happens because a clinical pathway can start despite its input buffers are

empty if for sure there will be enough tokens in a future marking.

The second part of the thesis has to do with the scheduling of patients

in surgery services. In Chapter 5 the scheduling of elective patients under

Operation Room (OR) block booking has been approached. Three scheduling

criteria have been established:

• C1 optimize the use of the ORs

• C2 the total available time in a surgical block should not be exceeded
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• C3 respect as much as possible the order of the patients in the waiting

list

Considering the average duration of the surgeries, 3 scheduling problems that

try to obtain a given occupation rate of the blocks are proposed. These

are combinatorial problems with high computational complexity, so different

heuristics have been considered. The fastest and best solutions are obtained

by solving the Mixed Integer Linear Programming (MILP) problem iteratively,

that is, using Receding Horizon Strategy (RHS). It is possible to schedule 22

ORs in less than 16 [s]. The average occupation rate is the closest to the

target valued (around 0,2% lower) and the lowest standard deviation of the

occupation rate is obtained. Moreover, the scheduling that more respect the

order of the patients is obtained.

However, the proposed MILP could be not robust enough because it uses

only the average duration of the surgeries. This uncertainty could result in

over/under utilization of some blocks. Moreover, the target occupation rate is

an input parameter of the problem that could be difficult to select for inexpe-

rienced surgeons.

In order to overcome these problems, in Chapter 5, a New-Mixed Integer

Quadratic Constraint Programming (N-MIQCP) problem is proposed. The N-

MIQCP problem considers that the different durations in a block (surgery time,

cleaning time, etc) follow a normal distribution. These assumptions allow us to

introduce some chance constraints that impose a Minimum Confidence Level

(Cl) not exceeding the available time. Moreover, in the N-MIQCP problem, the

objective is to maximize the occupation rate keeping the chance constraints. In

this way, it is avoided the task of selecting an appropriated target occupation

rate.

The N-MIQCP problem is computationally very complex being only possi-

ble to solve small instances of 3 blocks in a reasonable time. For this reason, two

heuristics methods have been proposed and compared. The better schedulings

are obtained by using the Specific Heuristic Algorithm (SHA). Considering the

Orthopedic Surgery Department (OSD) in the “Lozano Blesa” Hospital, a one-

year scheduling simulation has been used to compare the heuristic approach

with other approaches in bibliography. The results show that similar occupa-

tion rates and similar confidence levels are obtained, however, our approach

respect much more the order of the patients in the waiting list. As future work,
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it is considered the inclusion of some hospital resources to take into account

in the scheduling of surgeries (e.g. time postoperative bed).

A 3 steps approach for the combined scheduling of elective and urgent

patients is proposed in Chapter 6. In the first step, the elective patients are

scheduled assuming a target elective surgery time. In the second step, the

urgent patients are scheduled in the remaining time. Finally, in the last step,

elective and urgent patients are sequenced. Different policies of time reserved

for elective and urgent patients are evaluated. The results show that all ORs

must be used to perform elective and urgent surgeries instead of reserving some

ORs exclusively for one type of patients.

Finally, in Chapter 7, a Decision Support System (DSS) for managing of

surgical departments is proposed. The main goal of the DSS is the scheduling

of elective patients by using the SHA. Moreover, other useful features for the

management of the department are included. The DSS has been implemented

in a software tool called CIPLAN. This software tool has a friendly user in-

terface which has been developed in collaboration with medical doctors in the

OSD of the LBH. The benefits of the tool have been tested in a real case study

considering the OSD in the LBH. A free increment of 22 mornings (from 8:30

to 15:00) time blocks per year is obtained by using the tool. This means to

perform around 70 patients more per year or saving of 128.000 Euros. The

result could be better extending the use of the tool to other departments in

the hospital. An interesting improvement in the tool is the inclusion of urgent

surgery scheduling. This will allow complete management of surgeries services

without the necessity of other complementary scheduling.
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Appendix A

Numerical results from the

scheduling case application

In this appendix, all data related with the scheduling case application per-

formed in Sec. 7.3 are given. Particularly, the waiting list of patients is given

in Fig.A.1, Fig. A.2 and Fig.A.3. The first column (#) of the tables in these

figures represents the preference order of the patients, the second (Avg.) and

third (Std.) columns indicates the average duration and the standard devia-

tion of their surgery. Finally the last column (real) shows the real duration of

the surgeries.

The manual scheduling of each block is shown in Fig. A.4, Fig. A.6 and Fig.

A.8 while the automatic scheduling is given in Fig. A.5, Fig. A.7 and Fig.A.9.

Each row in these tables represent a block. The type of block (morning or

afternoon), the preference order of the patients scheduled, the expected and

real occupation rate, the ending time and the confidence level of not exceeding

available time are given.
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214 APPENDIX A. SCHEDULING CASE APPLICATION

# Avg. Std. Real

1 182,5 40,3 205

2 128,1 24,5 120

3 128,1 24,5 160

4 128,1 24,5 100

5 113,3 29,6 145

6 128,1 24,5 155

7 217,0 47,0 215

8 77,9 18,0 85

9 128,1 24,5 120

10 128,1 24,5 160

11 127,0 28,2 170

12 99,1 21,4 115

13 160,0 30,0 160

14 113,3 29,6 110

15 128,1 24,5 110

16 128,1 24,5 140

17 128,1 24,5 88

18 128,1 24,5 93

19 128,1 24,5 106

20 127,0 28,2 165

21 77,9 18,0 95

22 77,9 18,0 72

23 182,5 40,3 215

24 53,8 7,5 65

25 20,8 8,0 35

26 113,3 29,6 118

27 113,3 29,6 105

28 128,1 24,5 130

29 128,1 24,5 130

30 33,8 9,9 30

31 77,9 18,0 75

32 77,9 18,0 60

33 77,9 18,0 60

34 33,8 9,9 35

35 182,5 40,3 125

36 127,0 28,2 125

37 32,5 7,0 35

38 128,1 24,5 110

39 128,1 24,5 110

40 33,8 9,9 25

41 113,3 29,6 105

42 99,1 21,4 80

43 128,1 24,5 110

44 123,8 21,9 90

45 77,9 18,0 95

46 113,3 29,6 110

47 99,1 21,4 80

48 65,0 17,0 50

49 40,0 10,0 40

50 99,1 21,4 120

Waiting list

# Avg. Std. Real

51 99,1 21,4 100

52 99,1 21,4 90

53 103,0 21,0 135

54 103,0 21,0 120

55 46,6 19,2 55

56 15,0 3,0 15

57 46,6 19,2 45

58 113,3 29,6 145

59 113,3 29,6 90

60 128,1 24,5 120

61 128,1 24,5 150

62 50,5 17,5 25

63 77,9 18,0 85

64 77,9 18,0 90

65 75,5 18,2 80

66 50,5 17,5 55

67 64,0 17,0 65

68 99,1 21,4 85

69 33,8 9,9 45

70 46,6 19,2 35

71 128,1 24,5 110

72 99,1 21,4 84

73 100,0 28,0 70

74 99,1 21,4 115

75 99,1 21,4 105

76 113,3 29,6 90

77 113,3 29,6 115

78 99,1 21,4 95

79 128,1 24,5 165

80 46,6 19,2 40

81 127,0 28,2 100

82 128,1 24,5 105

83 77,9 18,0 125

84 77,9 18,0 60

85 99,1 21,4 90

86 50,5 17,5 65

87 127,0 28,2 155

88 77,9 18,0 75

89 77,9 18,0 60

90 77,9 18,0 65

91 77,9 18,0 85

92 50,0 10,0 50

93 40,0 10,0 40

94 127,0 28,2 95

95 128,1 24,5 120

96 127,0 28,2 155

97 127,0 28,2 60

98 46,6 19,2 105

99 77,0 29,0 60

100 33,8 9,9 25

Waiting list

# Avg. Std. Real

101 65,0 26,0 60

102 128,1 24,5 140

103 128,1 24,5 140

104 217,0 47,0 250

105 33,8 9,9 35

106 99,1 21,4 95

107 99,1 21,4 75

108 46,6 19,2 25

109 75,5 18,2 60

110 127,0 28,2 125

111 127,0 28,2 145

112 182,5 40,3 185

113 127,0 28,2 105

114 46,6 19,2 60

115 128,1 24,5 110

116 99,1 21,4 85

117 217,0 47,0 240

118 75,5 18,2 80

119 128,1 24,5 130

120 128,1 24,5 120

121 33,8 9,9 25

122 20,8 8,0 15

123 56,0 17,0 55

124 53,8 7,5 50

125 50,5 17,5 50

126 53,8 7,5 50

127 33,8 9,9 45

128 99,1 21,4 85

129 99,1 21,4 100

130 113,3 29,6 115

131 123,8 21,9 115

132 217,0 47,0 195

133 77,9 18,0 60

134 123,8 21,9 140

135 123,8 21,9 175

136 128,1 24,5 120

137 113,3 29,6 80

138 127,0 28,2 165

139 127,0 28,2 115

140 53,8 7,5 50

141 128,1 24,5 105

142 128,1 24,5 105

143 99,1 21,4 105

144 33,8 9,9 40

145 46,6 19,2 40

146 46,6 19,2 35

147 127,0 28,2 135

148 128,1 24,5 150

149 33,8 9,9 35

150 75,5 18,2 105

Waiting list

Figure A.1: Waiting list: patients from 1-150
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# Avg. Std. Real

151 50,5 17,5 75

152 77,0 29,0 60

153 46,6 19,2 35

154 128,1 24,5 130

155 99,1 21,4 100

156 127,0 28,2 85

157 128,1 24,5 125

158 127,0 28,2 115

159 107,0 25,0 105

160 75,5 18,2 60

161 99,1 21,4 160

162 56,0 17,0 40

163 53,0 17,0 40

164 99,1 21,4 105

165 113,3 29,6 70

166 77,9 18,0 90

167 46,6 19,2 60

168 184,0 26,0 180

169 120,0 10,0 160

170 33,8 9,9 25

171 217,0 47,0 175

172 99,1 21,4 105

173 99,1 21,4 105

174 77,9 18,0 100

175 99,1 21,4 115

176 46,6 19,2 35

177 128,1 24,5 155

178 99,1 21,4 90

179 126,0 37,0 95

180 123,8 21,9 90

181 113,3 29,6 125

182 113,3 29,6 160

183 113,3 29,6 145

184 113,3 29,6 130

185 33,8 9,9 30

186 128,1 24,5 100

187 128,1 24,5 95

188 127,0 28,2 105

189 115,8 27,5 125

190 123,8 21,9 120

191 103,0 21,0 125

192 65,0 17,0 40

193 113,3 29,6 120

194 113,3 29,6 105

195 127,0 28,2 170

196 127,0 28,2 100

197 65,0 17,0 50

198 127,0 28,2 185

199 115,8 27,5 110

200 113,3 29,6 80

Waiting list

# Avg. Std. Real

201 99,1 21,4 75

202 128,1 24,5 140

203 33,8 9,9 55

204 20,8 8,0 20

205 123,8 21,9 95

206 77,9 18,0 55

207 77,9 18,0 60

208 127,0 28,2 120

209 115,8 27,5 170

210 128,1 24,5 130

211 128,1 24,5 120

212 33,8 9,9 30

213 128,1 24,5 85

214 128,1 24,5 100

215 128,1 24,5 100

216 128,1 24,5 190

217 128,1 24,5 130

218 113,3 29,6 145

219 151,0 42,0 105

220 77,9 18,0 60

221 127,0 28,2 150

222 99,1 21,4 100

223 127,0 28,2 130

224 127,0 28,2 155

225 68,0 27,0 55

226 99,1 21,4 165

227 120,0 30,0 120

228 33,8 9,9 10

229 128,1 24,5 180

230 128,1 24,5 140

231 68,0 27,0 35

232 113,3 29,6 125

233 99,1 21,4 70

234 113,3 29,6 130

235 113,3 29,6 70

236 128,1 24,5 125

237 128,1 24,5 115

238 128,1 24,5 135

239 103,0 17,0 100

240 56,0 17,0 65

241 127,0 28,2 115

242 127,0 28,2 120

243 33,8 9,9 20

244 128,1 24,5 130

245 113,3 29,6 160

246 127,0 28,2 160

247 112,0 27,0 115

248 128,1 24,5 150

249 60,0 20,0 90

250 77,9 18,0 60

Waiting list

# Avg. Std. Real

251 128,1 24,5 160

252 128,1 24,5 170

253 217,0 47,0 240

254 128,1 24,5 120

255 99,1 21,4 90

256 99,1 21,4 130

257 99,1 21,4 105

258 123,8 21,9 115

259 77,9 18,0 65

260 77,9 18,0 75

261 217,0 47,0 240

262 115,8 27,5 90

263 127,0 28,2 95

264 127,0 28,2 95

265 113,3 29,6 75

266 99,1 21,4 80

267 217,0 47,0 215

268 77,9 18,0 70

269 217,0 47,0 220

270 99,1 21,4 110

271 50,5 17,5 50

272 56,0 17,0 50

273 33,8 9,9 30

274 127,0 28,2 105

275 127,0 28,2 110

276 184,0 26,0 230

277 184,0 26,0 130

278 128,1 24,5 120

279 123,8 21,9 140

280 77,9 18,0 95

281 128,1 24,5 120

282 99,1 21,4 115

283 127,0 28,2 90

284 128,1 24,5 120

285 217,0 47,0 220

286 128,1 24,5 175

287 128,1 24,5 125

288 113,3 29,6 70

289 113,3 29,6 75

290 127,0 28,2 105

291 127,0 28,2 160

292 33,8 9,9 30

293 112,0 27,0 90

294 127,0 28,2 120

295 115,8 27,5 140

296 115,8 27,5 140

297 74,0 28,0 65

298 50,5 17,5 45

299 128,1 24,5 170

300 113,3 29,6 135

Waiting list

Figure A.2: Waiting list: patients from 151-300
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# Avg. Std. Real

301 75,0 22,0 45

302 113,3 29,6 75

303 75,5 18,2 75

304 33,8 9,9 30

305 113,3 29,6 160

306 72,0 18,0 85

307 92,0 31,0 60

308 217,0 47,0 215

309 217,0 47,0 235

310 113,3 29,6 105

311 123,8 21,9 130

312 75,5 18,2 85

313 75,5 18,2 50

314 97,2 17,2 75

315 33,8 9,9 35

316 128,1 24,5 155

317 97,2 17,2 85

318 128,1 24,5 100

319 113,3 29,6 85

320 128,1 24,5 180

321 128,1 24,5 145

322 128,1 24,5 128

323 123,8 21,9 140

324 75,0 22,0 40

325 128,1 24,5 95

326 128,1 24,5 100

327 20,8 8,0 15

328 128,1 24,5 125

329 97,2 17,2 100

330 65,0 17,0 60

331 217,0 47,0 95

332 128,1 24,5 185

333 75,0 22,0 90

334 33,8 9,9 45

335 32,5 7,0 30

336 182,5 40,3 150

337 128,1 24,5 145

338 128,1 24,5 120

339 50,5 17,5 45

340 113,3 29,6 75

341 75,5 18,2 60

342 50,5 17,5 50

343 128,1 24,5 120

344 97,2 17,2 105

345 33,8 9,9 50

346 113,3 29,6 90

347 97,2 17,2 85

348 113,3 29,6 165

349 123,8 21,9 120

350 50,5 17,5 20

Waiting list

# Avg. Std. Real

351 217,0 47,0 315

352 20,8 8,0 25

353 128,1 24,5 115

354 128,1 24,5 105

355 46,6 19,2 50

356 217,0 47,0 190

357 128,1 24,5 120

358 123,8 21,9 110

359 123,8 21,9 135

360 77,9 18,0 65

361 68,0 19,0 55

362 53,8 7,5 45

363 127,0 28,2 125

364 128,1 24,5 90

365 115,8 27,5 130

366 115,8 27,5 100

367 115,8 27,5 150

368 115,8 27,5 100

369 127,0 28,2 120

370 97,2 17,2 100

371 113,3 29,6 125

372 123,8 21,9 130

373 33,8 9,9 40

374 97,2 17,2 135

375 77,9 18,0 90

376 46,6 19,2 35

377 115,8 27,5 95

378 184,0 26,0 185

379 128,1 24,5 150

380 128,1 24,5 120

381 65,0 10,0 65

382 123,8 21,9 135

383 113,3 29,6 140

384 128,1 24,5 145

385 63,0 17,0 75

386 97,2 17,2 100

387 127,0 28,2 120

388 97,2 17,2 90

389 127,0 28,2 150

390 127,0 28,2 110

391 184,0 26,0 150

392 113,3 29,6 150

393 144,0 44,0 65

394 77,9 18,0 75

395 77,9 18,0 125

396 145,0 38,0 53

397 33,8 9,9 40

Waiting list

Figure A.3: Waiting list: patients from 301-397
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Block Type
Real 

Ocu.

End 

Time

Expected 

Ocu.

Conf.

Level

1 M 1 2 83,3% 14:20 79,7% 84,0%

2 A 3 4 86,7% 20:25 85,3% 64,6%

3 M 5 6 76,9% 14:10 61,8% 99,8%

4 M 7 8 76,9% 14:05 75,6% 95,7%

5 A 9 10 93,3% 20:15 85,3% 64,6%

6 A 11 12 95,0% 20:30 75,3% 87,5%

7 M 13 14 69,2% 13:50 70,0% 97,3%

8 A 15 16 83,3% 20:05 85,3% 64,6%

9 M 17 18 19 73,6% 13:52 98,5% 16,7%

10 M 20 21 22 85,1% 14:22 72,6% 91,2%

11 M 23 24 25 80,8% 14:20 66,2% 96,4%

12 A 26 27 61,9% 13:00 62,8% 98,9%

13 M 28 29 30 74,4% 14:00 74,4% 89,5%

14 M 31 32 33 34 59,0% 13:35 68,7% 90,9%

15 M 35 36 37 73,1% 14:10 87,9% 47,7%

16 M 38 39 40 62,8% 13:45 74,4% 89,5%

17 A 41 42 61,7% 19:10 70,7% 92,7%

18 M 43 44 45 75,6% 14:05 84,6% 59,5%

19 M 46 47 48 49 71,8% 15:15 81,3% 52,6%

20 M 50 51 52 79,5% 14:10 76,2% 85,4%

21 M 53 54 55 56 83,3% 14:45 68,7% 89,7%

22 A 57 58 59 77,8% 14:10 75,8% 77,0%

23 M 60 61 62 75,6% 14:10 78,5% 78,7%

24 M 63 64 65 66 79,5% 14:30 72,3% 81,9%

25 A 67 68 69 70 76,7% 20:10 81,3% 36,5%

26 M 71 72 73 67,7% 13:15 83,8% 61,1%

27 A 74 75 73,3% 19:30 66,0% 98,4%

28 A 76 77 68,3% 19:10 75,3% 83,5%

29 M 78 79 80 76,9% 14:30 70,3% 94,4%

30 A 81 82 68,3% 19:10 85,0% 64,6%

31 M 83 84 85 86 87,2% 14:50 78,2% 63,6%

32 M 87 88 89 74,4% 14:10 72,6% 91,2%

33 M 90 91 92 93 61,5% 13:15 63,1% 98,0%

34 A 94 95 71,7% 19:30 85,0% 64,6%

35 M 96 97 98 82,1% 14:25 77,2% 79,3%

36 A 99 100 101 48,3% 19:00 58,7% 95,3%

37 A 102 103 93,3% 20:30 85,3% 64,6%

38 A 104 105 79,2% 14:50 69,7% 98,8%

39 A 106 107 108 109 70,8% 14:00 89,2% 24,5%

40 A 110 111 90,0% 20:10 84,7% 64,6%

41 M 112 113 74,4% 14:10 79,5% 83,5%

42 M 114 115 116 65,4% 13:55 70,3% 94,4%

43 M 117 118 82,1% 14:10 75,1% 96,1%

44 M 119 120 121 122 74,4% 14:10 79,7% 3,9%

45 M 123 124 125 126 127 64,1% 14:05 63,6% 91,9%

46 A 128 129 61,7% 19:10 66,0% 98,4%

47 A 130 131 76,7% 19:45 79,0% 79,3%

48 A 132 133 85,0% 19:55 98,3% 27,8%

49 M 134 135 80,8% 14:35 63,6% 99,9%

50 A 136 137 66,7% 19:20 80,3% 75,8%
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Block Type
Real 

Ocu.

End 

Time

Expected 

Ocu.

Conf.

Level

1 M 1 2 83,3% 14:25 79,7% 84,0%

2 A 3 5 101,7% 21:05 80,3% 75,8%

3 M 4 8 12 76,9% 14:20 78,2% 80,3%

4 M 7 14 83,3% 14:25 84,6% 69,8%

5 A 6 22 75,7% 19:47 68,7% 97,1%

6 A 13 21 85,0% 20:15 79,3% 79,8%

7 M 9 10 24 88,5% 15:05 79,5% 77,6%

8 A 11 26 96,0% 20:48 80,0% 75,3%

9 M 15 16 25 73,1% 14:05 71,0% 94,5%

10 M 17 18 30 54,1% 12:51 74,4% 89,5%

11 M 23 27 82,1% 14:20 75,9% 88,9%

12 A 19 20 34 85,0% 14:56 80,3% 68,9%

13 M 28 29 37 75,6% 14:15 74,1% 90,3%

14 M 31 32 38 62,8% 13:25 72,8% 92,1%

15 M 35 36 64,1% 13:10 79,5% 83,5%

16 M 33 41 42 62,8% 13:25 74,4% 86,8%

17 A 39 40 48 61,7% 19:25 75,7% 73,8%

18 M 44 45 46 75,6% 14:15 80,8% 70,9%

19 M 47 50 51 76,9% 14:20 76,2% 85,4%

20 M 43 49 60 69,2% 13:50 75,9% 86,5%

21 M 52 53 54 88,5% 15:05 78,2% 80,4%

22 A 55 58 61 97,2% 15:40 80,0% 68,1%

23 M 59 65 71 71,8% 14:00 81,3% 69,0%

24 M 56 57 68 79 79,5% 14:50 74,1% 76,6%

25 A 62 63 64 66,7% 19:40 68,7% 88,7%

26 M 67 69 72 73 67,7% 14:04 76,2% 69,4%

27 A 66 70 81 63,3% 19:30 74,7% 72,9%

28 A 76 82 65,0% 19:15 80,3% 75,8%

29 M 74 75 77 85,9% 14:55 79,7% 73,5%

30 A 78 80 83 86,7% 20:40 74,7% 75,1%

31 M 84 85 87 78,2% 14:25 77,9% 79,6%

32 M 88 89 90 92 64,1% 13:50 72,8% 82,2%

33 M 86 94 95 71,8% 14:00 78,2% 78,1%

34 A 93 96 98 100,0% 21:20 71,3% 81,7%

35 M 91 97 99 52,6% 12:45 72,3% 88,7%

36 A 100 101 102 75,0% 20:05 75,7% 71,2%

37 A 103 106 78,3% 19:55 75,7% 88,7%

38 A 104 105 79,2% 14:15 69,7% 94,1%

39 A 107 108 110 62,5% 13:35 75,8% 80,0%

40 A 112 114 81,7% 20:05 76,7% 80,3%

41 M 109 111 116 74,4% 14:10 77,4% 80,9%

42 M 113 115 121 61,5% 13:20 74,1% 88,5%

43 M 117 118 122 85,9% 14:55 80,5% 68,4%

44 M 119 120 123 78,2% 14:25 80,0% 74,6%

45 M 128 129 130 76,9% 14:20 79,7% 71,8%

46 A 124 126 131 71,7% 19:55 77,3% 72,0%

47 A 127 133 137 61,7% 19:25 75,0% 73,0%

48 A 125 136 140 73,3% 20:00 77,3% 69,1%

49 M 132 143 76,9% 14:00 81,0% 79,3%

50 A 134 135 105,0% 21:15 82,7% 73,6%
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Block Type
Real 

Ocu.

End 

Time

Expected 

Ocu.

Conf.

Level

51 M 138 139 140 84,6% 14:45 79,0% 76,4%

52 A 141 142 70,0% 19:25 85,3% 64,6%

53 A 143 144 145 146 61,1% 13:50 63,1% 93,6%

54 M 147 148 149 82,1% 14:45 74,1% 88,5%

55 M 150 151 152 153 70,5% 13:45 64,1% 92,8%

56 A 154 155 76,7% 19:40 75,7% 88,7%

57 A 156 157 53,3% 19:15 58,3% 99,7%

58 M 158 159 160 71,8% 14:05 79,5% 74,5%

59 M 161 162 163 164 88,5% 15:05 78,7% 61,7%

60 A 165 166 167 73,3% 19:50 79,3% 60,8%

61 M 168 169 170 93,6% 12:30 86,7% 52,3%

62 A 171 58,3% 18:40 72,3% 98,8%

63 A 172 173 70,0% 19:15 66,0% 98,4%

64 A 174 175 176 69,4% 14:25 62,2% 98,8%

65 A 177 178 81,7% 20:00 75,7% 88,7%

66 A 179 180 61,7% 19:00 83,3% 66,9%

67 M 181 182 73,1% 13:55 57,9% 99,8%

68 M 183 184 185 78,2% 14:25 66,7% 95,4%

69 A 186 187 65,0% 19:05 85,3% 64,6%

70 A 188 189 76,7% 19:35 81,0% 74,0%

71 M 190 191 192 73,1% 14:20 74,9% 88,8%

72 A 193 194 75,0% 19:20 75,3% 83,5%

73 M 195 196 197 82,1% 14:40 81,8% 67,3%

74 M 198 199 75,6% 14:00 62,3% 99,7%

75 A 200 201 51,7% 18:20 70,7% 92,7%

76 M 202 203 204 55,1% 13:10 46,9% 100,0%

77 M 205 206 207 53,8% 12:35 71,8% 94,1%

78 M 208 209 74,4% 13:55 62,3% 99,7%

79 A 210 211 212 77,8% 14:10 80,6% 69,2%

80 M 213 214 215 73,1% 13:45 98,5% 16,7%

81 A 216 217 106,7% 20:55 85,3% 64,6%

82 M 218 219 220 79,5% 14:20 87,7% 48,6%

83 A 221 222 83,3% 20:10 75,3% 87,5%

84 A 223 224 79,2% 14:15 70,6% 96,3%

85 M 225 226 227 228 89,7% 15:15 82,3% 49,2%

86 M 229 230 231 91,0% 15:05 83,1% 63,3%

87 A 232 233 65,0% 19:05 70,7% 92,7%

88 A 234 235 66,7% 19:35 75,3% 83,5%

89 A 236 237 80,0% 20:05 85,3% 64,6%

90 M 238 239 240 76,9% 14:00 73,6% 91,5%

91 A 241 242 78,3% 19:35 84,7% 64,6%

92 A 243 244 245 86,1% 15:40 76,4% 78,8%

93 A 246 247 91,7% 20:15 79,7% 77,0%

94 M 248 249 250 76,9% 14:55 68,2% 96,6%

95 M 251 252 84,6% 14:20 65,6% 99,7%

96 A 253 80,0% 19:50 72,3% 98,8%

97 A 254 255 70,0% 19:05 75,7% 88,7%

98 A 256 257 78,3% 19:35 66,0% 98,4%

99 M 258 259 260 65,4% 13:35 71,8% 94,1%

100 M 261 262 84,6% 14:40 85,4% 74,5%
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Figure A.6: Manual Scheduling: blocks 51-100



220 APPENDIX A. SCHEDULING CASE APPLICATION

Block Type
Real 

Ocu.

End 

Time

Expected 

Ocu.

Conf.

Level

51 M 138 139 144 82,1% 14:40 73,8% 87,7%

52 A 141 145 146 60,0% 19:20 74,0% 75,5%

53 A 142 147 149 76,4% 14:25 80,3% 68,9%

54 M 148 151 154 91,0% 15:15 78,5% 78,7%

55 M 150 155 156 74,4% 14:10 77,4% 80,9%

56 A 153 157 162 66,7% 19:40 77,0% 68,4%

57 A 152 161 163 86,7% 20:40 76,3% 68,4%

58 M 158 159 160 71,8% 14:00 79,5% 74,5%

59 M 166 167 168 84,6% 14:50 79,2% 77,4%

60 A 165 169 76,7% 19:50 77,7% 85,3%

61 M 164 171 71,8% 13:40 81,0% 79,3%

62 A 170 172 173 78,3% 20:15 77,3% 68,9%

63 A 174 175 176 83,3% 20:30 74,7% 75,1%

64 A 177 180 185 76,4% 14:25 79,4% 73,2%

65 A 178 179 61,7% 19:05 75,0% 84,0%

66 A 181 186 75,0% 19:45 80,3% 75,8%

67 M 182 187 192 75,6% 14:15 78,5% 77,0%

68 M 188 190 197 70,5% 13:55 81,0% 70,9%

69 A 183 184 91,7% 20:35 75,3% 83,5%

70 A 189 195 98,3% 20:55 81,0% 74,0%

71 M 191 200 201 71,8% 14:00 80,8% 70,6%

72 A 194 198 96,7% 20:50 80,0% 75,3%

73 M 193 196 203 204 75,6% 14:35 75,6% 69,9%

74 M 199 205 206 66,7% 13:40 81,5% 69,4%

75 A 207 209 212 86,7% 20:40 76,0% 71,5%

76 M 202 218 225 87,2% 15:00 79,2% 73,0%

77 M 210 220 222 74,4% 14:10 78,2% 80,3%

78 M 208 219 228 60,3% 13:15 80,0% 69,6%

79 A 211 213 56,9% 12:55 71,1% 97,6%

80 M 214 227 231 65,4% 13:35 81,0% 68,3%

81 A 215 226 88,3% 20:25 75,7% 88,7%

82 M 216 217 240 98,7% 15:45 80,0% 74,6%

83 A 221 232 91,7% 20:35 80,0% 75,3%

84 A 223 224 243 84,7% 14:55 80,0% 68,8%

85 M 229 230 249 105,1% 16:10 81,0% 70,9%

86 M 236 237 61,5% 13:00 65,6% 99,7%

87 A 234 238 88,3% 20:25 80,3% 75,8%

88 A 233 242 63,3% 19:10 75,3% 87,5%

89 A 235 241 61,7% 19:05 80,0% 75,3%

90 M 244 246 271 87,2% 15:00 78,2% 78,1%

91 A 239 248 83,3% 20:10 77,0% 87,9%

92 A 245 247 272 90,3% 15:15 78,1% 72,9%

93 A 250 251 73,3% 19:40 68,7% 97,1%

94 M 253 255 84,6% 14:30 81,0% 79,3%

95 M 252 254 273 82,1% 14:40 74,4% 89,5%

96 A 256 258 81,7% 20:05 74,3% 91,5%

97 A 261 80,0% 19:40 72,3% 93,4%

98 A 262 263 61,7% 19:05 81,0% 74,0%

99 M 257 259 264 67,9% 13:45 77,9% 79,6%

100 M 265 267 74,4% 13:50 84,6% 69,8%
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Block Type
Real 

Ocu.

End 

Time

Expected 

Ocu.

Conf.

Level

101 A 263 264 63,3% 19:00 84,7% 64,6%

102 M 265 266 39,7% 11:45 54,4% 100,0%

103 M 267 268 73,1% 13:55 75,6% 95,7%

104 A 269 73,3% 19:15 72,3% 98,8%

105 A 270 271 272 273 66,7% 13:40 66,4% 89,9%

106 A 274 275 71,7% 19:25 84,7% 64,6%

107 M 276 277 92,3% 14:55 94,4% 42,1%

108 A 278 279 86,7% 20:30 84,0% 69,1%

109 M 280 281 282 84,6% 14:55 78,2% 80,3%

110 A 283 284 70,0% 19:10 85,0% 64,6%

111 A 285 73,3% 19:10 72,3% 98,8%

112 M 286 287 76,9% 14:05 65,6% 99,7%

113 A 288 289 48,3% 18:20 75,3% 83,5%

114 A 290 291 292 81,9% 14:30 80,0% 68,8%

115 A 293 294 70,0% 19:20 79,7% 77,0%

116 M 295 296 297 298 100,0% 15.30 91,3% 25,6%

117 M 299 300 301 89,7% 15:10 81,0% 69,1%

118 A 302 303 304 60,0% 19:20 74,3% 74,6%

119 M 305 306 307 78,2% 14:20 71,0% 89,5%

120 A 308 71,7% 18:55 72,3% 98,8%

121 A 309 65,3% 13:00 60,3% 100,0%

122 A 310 311 78,3% 19:30 79,0% 79,3%

123 M 312 313 314 315 62,8% 13:30 72,6% 83,2%

124 A 316 317 80,0% 20:00 75,0% 91,2%

125 A 318 319 61,7% 18:55 80,3% 75,8%

126 M 320 321 83,3% 14:25 65,6% 99,7%

127 M 322 323 324 79,0% 13:00 83,8% 61,8%

128 A 325 326 327 70,0% 19:30 92,3% 24,7%

129 A 328 329 330 95,0% 20:35 96,7% 15,1%

130 A 331 31,7% 17:00 72,3% 98,8%

131 A 332 333 334 88,9% 14:45 65,8% 97,0%

132 A 335 336 60,0% 18:45 72,0% 89,3%

133 M 337 338 339 79,5% 14:40 78,5% 78,7%

134 A 340 341 342 61,7% 19:05 79,7% 60,0%

135 M 343 344 345 70,5% 13:55 66,4% 98,7%

136 A 346 347 58,3% 18:25 70,0% 94,4%

137 M 348 349 350 78,2% 14:25 73,6% 87,9%

138 M 351 352 87,2% 14:55 61,0% 100,0%

139 M 353 354 355 69,2% 14:20 77,7% 80,5%

140 A 356 63,3% 18:40 72,3% 98,8%

141 A 357 358 76,7% 19:30 84,0% 69,1%

142 M 359 360 361 65,4% 14:25 69,2% 96,4%

143 M 362 363 364 66,7% 13:30 79,2% 77,0%

144 M 365 366 59,0% 13:00 59,5% 99,9%

145 M 367 368 64,1% 15:55 59,5% 99,9%

146 A 369 370 73,3% 19:10 74,7% 89,8%

147 M 371 372 373 75,6% 14:00 69,5% 94,7%

148 A 374 375 376 86,7% 20:10 74,0% 78,0%

149 A 377 378 77,8% 14:30 83,3% 77,0%

150 A 379 380 381 93,1% 15:30 89,2% 39,2%
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Block Type
Real 

Ocu.

End 

Time

Expected 

Ocu.

Conf.

Level

101 A 269 73,3% 19:20 72,3% 93,4%

102 M 260 266 274 66,7% 13:40 77,9% 79,6%

103 M 268 270 275 74,4% 14:10 77,9% 79,6%

104 A 278 280 71,7% 19:35 68,7% 97,1%

105 A 276 282 95,8% 15:15 78,6% 89,9%

106 A 281 288 63,3% 19:10 80,3% 75,8%

107 M 277 279 69,2% 13:30 79,0% 91,7%

108 A 283 289 55,0% 18:45 80,0% 75,3%

109 M 285 293 79,5% 14:10 84,4% 70,9%

110 A 284 300 85,0% 20:15 80,3% 75,8%

111 A 286 302 83,3% 20:10 80,3% 75,8%

112 M 287 290 292 66,7% 13:40 74,1% 88,5%

113 A 291 305 106,7% 21:20 80,0% 75,3%

114 A 295 296 298 90,3% 15:15 78,3% 72,8%

115 A 297 301 303 61,7% 19:25 75,0% 71,5%

116 M 294 299 304 82,1% 14:40 74,1% 88,5%

117 M 307 308 70,5% 13:35 79,2% 80,9%

118 A 306 311 315 83,3% 20:30 76,7% 71,4%

119 M 309 310 87,2% 14:40 84,6% 69,8%

120 A 314 316 76,7% 19:50 75,0% 91,2%

121 A 312 313 318 65,3% 13:45 77,8% 77,6%

122 A 319 320 88,3% 20:25 80,3% 75,8%

123 M 317 323 329 83,3% 14:45 81,5% 72,1%

124 A 321 324 327 66,7% 19:40 74,7% 75,1%

125 A 322 340 67,7% 19:23 80,3% 75,8%

126 M 325 326 50,0% 12:15 65,6% 99,7%

127 M 336 339 341 65,4% 13:35 79,2% 72,9%

128 A 331 31,7% 17:15 72,3% 93,4%

129 A 328 344 76,7% 19:50 75,0% 91,2%

130 A 330 335 343 70,0% 19:50 75,3% 75,1%

131 A 334 337 338 86,1% 15:00 80,6% 69,2%

132 A 332 346 91,7% 20:35 80,3% 75,8%

133 M 333 348 349 96,2% 15:35 80,0% 72,4%

134 A 342 347 360 66,7% 19:40 75,0% 75,8%

135 M 345 350 351 98,7% 15:45 77,2% 76,3%

136 A 352 353 355 63,3% 19:30 65,3% 93,0%

137 M 354 358 361 69,2% 13:50 82,1% 68,3%

138 M 357 359 362 76,9% 14:20 78,5% 81,3%

139 M 356 370 74,4% 13:50 80,5% 81,0%

140 A 364 365 73,3% 19:40 81,3% 74,6%

141 A 363 371 83,3% 20:10 80,0% 75,3%

142 M 366 372 373 69,2% 13:50 70,3% 94,8%

143 M 367 368 376 73,1% 14:05 71,5% 90,5%

144 M 369 374 375 88,5% 15:05 77,4% 81,9%

145 M 379 380 381 85,9% 14:55 82,3% 68,3%

146 A 377 382 76,7% 19:50 80,0% 78,4%

147 M 383 386 388 84,6% 14:50 78,7% 78,0%

148 A 378 385 86,7% 20:20 82,3% 74,6%

149 A 384 387 397 84,7% 14:55 80,3% 68,9%

150 A 391 392 83,3% 14:30 82,5% 78,0%
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