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Preface

The International Conference Zaragoza-Pau on Applied Mathematics and Statistics is orga-
nized every two years by the Departamento de Matemática Aplicada, the Departamento de
Métodos Estadísticos, both from the Universidad de Zaragoza (Spain), and the Laboratoire
de Mathématiques Appliquées, from the Université de Pau et des Pays de l’Adour (France).
The aim of this conference is to present recent works in Applied Mathematics and Statis-
tics, putting special emphasis on subjects linked to petroleum engineering and environmental
problems.

The Tenth Conference took place in Jaca (Spain) from 15th to 17st September 2005.
Breaking for the first time the two-year periodicity of the Conference, its tenth edition did not
take place in 2007, since two related events filled the calendar in this year. The official open-
ing ceremony was graced by the presence of the Chancellor of the University of Zaragoza,
Excmo. Sr. Rector Mgfco. D. Manuel J. López Pérez, and the Chancellor of the University of
Pau, M. le Président Jean-Louis Gout. During those three days, 111 mathematicians, coming
from different universities, research institutes or the industrial sector, attended 10 plenary lec-
tures, 52 contributed talks and a poster session with a total of 11 posters. The principal topics
were: theoretical and numerical analysis of deterministic models described by differential
equations, statistics and stochastic processes, surface approximation and image analysis. At
the same time, there was also a session devoted to Algebra and Geometry. These proceed-
ings contain 2 papers based on the corresponding invited lectures along with 30 full length
refereed research papers.

We would like to thank the following institutions for their regular financial and material
support in our cooperation programs: Université de Pau et des Pays de l’Adour, Universidad
de Zaragoza, Conseil Régional d’Aquitaine, Gobierno de Aragón, Conseil Régional de Midi-
Pyrénées, Gobierno de Navarra, and Pyrenean Work Community. Thanks are also due to the
Centre National de la Recherche Scientifique (CNRS), Common Funds Aquitaine-Aragón
and European Social Fund (ESF), for the grants specially allotted at the time of the Tenth
Conference.

We wish to express our gratitude to Mohamed Amara (U. Pau), Laurent Bordes (U. Pau),
Mira Bozzini (U. Milano-Bicocca), Jacqueline Fleckinger (U. Toulouse I), Raúl Gouet
(U. Chile), Miguel Pasadas (U. Granada) and Tomas Sauer (U. Justus-Leibig-Geissen), who,
together with us, formed the Scientific Committee, and Diego Izquierdo, Javier López and
Pedro Mateo, from the University of Zaragoza, who shared with us the tasks of the Orga-
nizing Committee. We are also indebted to all others who helped in the organization of the
conference, in particular, Beatriz Palacios and José Manuel Palacios.

We finally acknowledge the assistance provided for the realization of the proceedings by
the Instituto Universitario de Matemáticas y Aplicaciones, inside the Monografías Matemáti-
cas García de Galdeano, and the Servicio de Publicaciones of the University of Zaragoza, as
well as the kind cooperation of the referees. Special thanks are also due to Diego Izquierdo
for his help in the preparation of the proceedings.



xiv Preface

The next edition of the Conference Zaragoza-Pau will be held in Jaca from 15th to 17th
September 2010. All of you are cordially invited to participate in this event.
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A. Abbadi, D. Barrera, M. J. Ibáñez and D. Sbibih

Abstract. We propose a new general method for constructing standard quasi-interpolation
operators into the space spanned by the integer translates of a B-spline defined on a uni-
form partition of Rs. The key tool is an appropriate error estimate with a leader term that
contains and expression measuring the quality of the approximation. It is a function on
the sequence defining the quasi-interpolating operator, and therefore, we define and solve
a minimization problem in such a way that their solutions are characterized in terms of
some splines that do not depend on the linear form defining the operator.

Keywords: B-splines, box splines, discrete quasi-interpolants, differential quasi-interpo-
lants, integral quasi-interpolants, approximation power, error estimates.
AMS classification: 41A05, 41A15, 65D05, 65D07.

§1. Introduction

We propose a new general method for constructing quasi-interpolation operators based on B-
splines defined on uniform partitions τ of Rs, s ≥ 1. Let φ be such a B-spline on τ, normalized
by

∑
i∈Zs φ (· − i) = 1. Let S := span(φ (· − i))i∈Zs be the cardinal spline space spanned by the

shifts of φ.
The classical structure for a quasi-interpolant is given by the expression

Q ( f ) :=
∑
i∈Zs

λ f (· + i) φ (· − i) ,

λ being a linear functional (see e.g. [3], [2], [5]). Usually, λ f is a linear combination of
values of f and some of its derivatives at some points in some open set containing the support
of φ; or a linear combination of values of f at some points in this set; or a linear combination
of weighted mean values of the function to be approximated, i.e. λ f is given by∑

j∈J

c j f (− j) ,
∑
|i|≤`

∑
j∈Ji

ci, jD(i) f (− j) , or
∑
j∈J

c j 〈 f , ψ (· − j)〉 ,

J and Ji, |i| ≤ ` for 0 ≤ ` ≤ degψ, being finite subsets of Zs, and 〈·, ·〉 and ψ standing for the
usual inner product and another B-spline.

That linear functional is defined to produce a quasi-interpolant Q exact on a polynomial
space included in S. We will restrict our attention to these cases. More precisely, we will
demand the exactness of Q on Pn, with n such that Pn ⊂ S and Pn+1 * S, i.e. Q realizes the
approximation power of S.
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§2. Estimating the quasi-interpolation error

For the scaled quasi-interpolant

Qh f :=
∑
i∈Zs

λ f (h (· + i)) φ
(
·

h
− i

)
considered here, we have the following result concerning the error Eh f := f − Qh f . The
notation mα is used for the normalized monomial of order α: mα(x) = xα/α!.
Proposition 1. Let f ∈ Cn+2 (Rs). For every triangle T in hτ, there exist both a neighborhood
V = V (T ), independent of f , and a constant C > 0, independent of h and T , such that

‖Eh f ‖∞,T ≤ Tn,Qhn+1 | f |∞,n+1,V + C hn+2 | f |∞,n+2,V ,

where
Tn,Q := max

α∈Ns
0, |α|=n+1

‖Qmα − mα‖∞,[0,1]s .

Proof. Suppose that Q is an integral quasi-interpolation operator. Then, we have

Q f =
∑
i∈Zs

λ f (· + i) φ (· − i)

with
λ f (· + i) =

∑
j∈J

c j 〈 f (· + i) , ψ (· − j)〉 =

∫
Rs

f (t) H (t − i) dt,

where
H :=

∑
j∈J

c jψ (· − j) .

Thus,

Q f =

∫
Rs

f (t) K (t, ·) dt,

with
K (t, ·) :=

∑
i∈Zs

H (t − i) φ (· − i) .

Taking into account that the scaled quasi-interpolant Qh in is equal to σhQσ1/h where the
scaling operator σh is defined as

σh f = f
(
·

h

)
,

we get

Qh f =

∫
Rs

f (t)
1
hs K

( t
h
,
·

h

)
dt.

The kernel in this integral representation of Qh is Pn−1-reproducing and shift-invariant, and
has sufficient decay. Then, the next error estimate for the integral quasi-interpolation operator
considered here follows from [4].

The proof for discrete quasi-interpolants is given in [1]. A similar method can be used to
prove the result in the differential case. �

The constant Tn,Q in the leading term of Eh f is determined by how well Qh approximates
the monomials of order n + 1.
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§3. Achieving the required exactness

The operator Q is exact on Pn if for all α ∈ Ns
0 such that |α| ≤ n one gets

λ (mα) = gα (0) ,

where the polynomials gα can be recursively computed as follows (see e.g. [3]):

g0 = m0, gα = mα −
∑
j∈Zs

φ ( j)
∑
β�α

mα−β (− j) gβ, |α| > 0.

They are only sufficient conditions to guarantee the exactness of Q on Pn.

§4. A minimization problem

It is natural to construct Q by solving this minimization problem:

Problem 1. Minimize Tn,Q subject to the exactness conditions λ (mα) = gα (0) , |α| ≤ n.

The solutions of this problem (and the corresponding quasi-interpolants Q) can be easily
characterized using the well-known Schoenberg operator

S f :=
∑

i∈Zs f (i) φ (· − i) .

Proposition 2. Let Q be one of the quasi-interpolants considered here defined from the linear
functional λ. Let us suppose that Q is exact on Pn. If

λmα = gα (0) +
1
2

(
max
[0,1]s

Gα + min
[0,1]s

Gα

)
for all α ∈ Ns

0 such that |α| = n + 1, where

Gα := mα − S gα,

then Tn,Q attains its minimum value.

Note that Gα does not depend on λ.

§5. A differential example

Let φ be the quadratic box-spline on the criss-cross triangulation τ2, centered at the origin
(see e.g. [3]). Then n = 2, i.e. we can construct differential quasi-interpolants exact on P2 by
minimizing the errors associated with the cubic monomials. We will restrict our attention to
the case ` = 1, i.e. we will suppose that the values of f and its first order partial derivatives
at the grid points are known.

We have

λµ f = f (0) +
1

16

(
D(1,0) f (1, 0) − D(1,0) f (−1, 0)

)
− µ

(
D(1,0) f (0, 1) − D(1,0) f (0,−1)

)
− µ

(
D(0,1) f (1, 0) − D(1,0) f (−1, 0)

)
+

1
16

(
D(0,1) f (0,−1) − D(0,1) f (0, 1)

)
.
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The exactness of Q on P2 is guaranteed by the conditions

λmα = gα (0) , |α| ≤ 2.

Since max[0,1]2 Gα = −min[0,1]2 Gα when |α| = 3, the new linear equations yielding the mini-
mum of T2,Q are given by

λmα = gα (0) , |α| = 3.

When J0,0 = {(0, 0)} and J1,0 = J0,1 = {(0, 0) , (±1, 0) , (0,±1)}, the solution of this linear
system depends on a parameter µ, and provides the linear functional

λµ f = f (0) +
1

16

(
D(1,0) f (1, 0) − D(1,0) f (−1, 0)

)
− µ

(
D(1,0) f (0, 1) − D(1,0) f (0,−1)

)
− µ

(
D(0,1) f (1, 0) − D(1,0) f (−1, 0)

)
+

1
16

(
D(0,1) f (0,−1) − D(0,1) f (0, 1)

)
.

The value µ = 0 gives a differential quasi-interpolant Q∗ having minimally supported funda-
mental functions. We have the following result concerning its associated error.

Proposition 3. Let f ∈ C3
(
R2

)
. For every triangle T in hτ2, there exist both a neighborhood

VT , independent of f , and constants Cα > 0, independent of h and T , such that∥∥∥∥Dα
(
Q∗h f − f

)∥∥∥∥
∞,T
≤ Cαh3−|α|

∥∥∥D3 f
∥∥∥
∞,VT

.

Moreover,

C0,0 =
153 + 15

√
10 + 13

√
13

648
' 0.381646,

C1,0 = C0,1 =
198 + 10

√
10 + 13

√
13

324
' 0.853379.

We consider the test function, whose graphic is given in Figure 1.

f (x, y) = 3 (1 − x)2 e−x2−(y+1)2
− 10

( x
5
− x3 − y5

)
e−x2−y2

−
1
3

e−(x+1)2−y2
.

Figure 2 shows the errors associated with the new differential quasi-interpolation operator
Q∗h for some different values of the steplength h.

In order to show the performance of Q∗h, we also give in Figure 3 the plots of the errors
associated with the classical differential quasi-interpolant Q̃h that uses the partial derivatives
up to the order two, for the same values of h:

Q̃h f =
∑
i∈Z2

(
f (ih) −

h2

8

(
D(2,0) f (ih) + D(0,2) f (ih)

))
φ
(
·

h
− i

)
.

The operator Q∗h f obtained solving the minimization problem gives good results when
compared with Q̃h f , although the latter uses second order partial derivatives.
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Figure 1: The test function f .
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Figure 2: Quasi-interpolation errors Q∗h f for the test functions for h = 1
2n , 0 ≤ n ≤ 5.
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Figure 3: Quasi-interpolation errors Q̃h f for the test functions for h = 1
2n , 0 ≤ n ≤ 5.
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§6. An integral example

Let τ be the uniform mesh of the plane generated by the directions d1 := (1, 0), d2 := (0, 1),
d3 := d1 + d2 and d4 := −d1 + d2. Let φ be the box spline associated to the direction set
X = {d1, d1, d2, d2, d3, d4}, centered at the origin (cf. [3]). It is one of the two box splines in
P2

4 (τ2). It is well known (cf. [2]) that P3 is the space of maximal total degree included in
S (φ), that is the construction we have given runs with n = 3. It can be easily verified that the
unique nonzero values of φ at the integers are

φ (0, 0) =
5

12
,

φ (1, 0) = φ (−1, 0) = φ (0, 1) = φ (0,−1) =
1
8
,

φ (1, 1) = φ (−1, 1) = φ (−1,−1) = φ (1,−1) =
1
48
.

From these values we obtain the following expressions for the polynomials in the Appell
sequence associated to φ:

g0,0 = 1, g1,0 = m1,0, g0,1 = m0,1, g2,0 = m2,0 −
1
6
, g1,1 = m1,1, g0,2 = m0,2 −

1
6
,

g3,0 = m3,0 −
1
6

m1,0, g2,1 = m2,1 −
1
6

m0,1, g1,2 = m1,2 −
1
6

m1,0, g0,3 = m0,3 −
1
6

m0,1,

g4,0 = m4,0 −
1
6 m2,0 +

1
72
, g3,1 = m3,1 −

1
6

m1,1, g2,2 = m2,2 −
1
6

m2,0 −
1
6 m0,2 +

5
144

,

g1,3 = m1,3 −
1
6

m1,1, g0,4 = m0,4 −
1
6

m0,2 +
1

72
.

After some computations, we get G3,1 = G1,3 = 0, and

max
[0,1]2

G4,0 = G4,0

(
1
2
, 0

)
=

1
384

, min
[0,1]2

G4,0 = G4,0 (0, 0) = 0,

max
[0,1]2

G2,2 = G2,2 (0, 0) = 0, min
[0,1]2

G2,2 = G2,2

(
1
2
,

1
2

)
= −

1
192

,

max
[0,1]2

G0,4 = G0,4

(
0,

1
2

)
=

1
384

, min
[0,1]2

G0,4 = G0,0 (0, 0) = 0.

Thus, given a discrete, differential or integral linear form λ, we obtain the following
equations that characterize the solutions of the minimization problem:

λm0,0 = 1, λm1,0 = λm0,1 = 0,

λm2,0 = λm0,2 = −
1
6
, λm1,1 = 0, λm3,0 = λm2,1 = λm1,2 = λm0,3 = 0,

λm4,0 = λm0,4 =
35

2304
, λm2,2 =

37
1159

, λm3,1 = λm1,3 = 0.
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As a integral linear functional uses a B-spline ψ as weight function in the inner products, we
choose ψ = φ. Moreover, let J be the set of the integer i = (i1, i2) such that |i1|+ |i2| ≤ 2.Taking
into account that the nonzero moments of ψ are

µ0,0 = 1, µ2,0 = µ0,2 =
1
3
, µ4,0 = µ0,4 =

3
10
, µ2,2 =

17
180

,

the expansion of λmα, |a| ≤ 4, results in a linear system on c = (c j)| j1 |+| j2 |≤2 whose unique
solution is

c0,0 =
11071
2880

, c1,0 = c0,1 = c−1,0 = c0,−1 = −
11
12
,

c2,0 = c0,2 = c−2,0 = c0,−2 =
991

11520
,

c1,1 = c−1,1 = c−1,−1 = c1,−1 =
689

5760
.

Note that c is a lozenge sequence and so the fundamental function of the associated quasi-
interpolant has the same symmetries than the box spline φ.
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A LEAST SQUARES APPROACH FOR
AN INVERSE TRANSMISSION PROBLEM

Lekbir Afraites, Marc Dambrine and Djalil Kateb

Abstract. We consider the question of recovering the shape of an unknown inclusion ω
inside a body Ω from a single boundary measurement. This inverse problem —known
as electrical impedance tomography— is seen through the minimization of some Least
Squares criteria. We provide the first and second order derivatives with respect of per-
turbations of the shape of the interface ∂ω of the state functions and of the objectives.
We study the stability of the optimization and prove that the shape Hessian at an opti-
mal inclusion is not coercive but compact explaining the ill-posedness of the proposed
approach.

Keywords: Inverse conductivity problem, shape optimization, second order method.
AMS classification: 49Q10, 49Q12, 65N21.

§1. Introduction

Consider a body constant conductivity σ1 occupying a bounded domain Ω in RN with N ≥ 3.
Inside Ω, there is an unknown inclusionωwhose conductivityσ2 differs from the background
conductivity σ1 (σ1, σ2 > 0). The electrical potential u solves the partial differential equation

−div (σω(x)∇u) = 0 in Ω, (1)

with σω = σ1χΩ\ω + σ2χω. The notation χE denotes the characteristic function of a measur-
able subset E of Ω. By measuring the input voltage and the corresponding output current on
∂Ω, we gain access to a Cauchy pair ( f , g) for (1). In others words, both Dirichlet boundary
condition u = f and Neumann boundary condition σ1∂nu = g are known on ∂Ω. We consider
the question of a practical reconstruction of ω by these redundant informations on ∂Ω.

This problem is a particular case of the inverse conductivity problem of Calderón that
concerns the determination of the conductivity distribution σ from boundary measurements
([11, 9, 4]). The identification problem of an inclusion by boundary measurements is usually
written from a numerical point a view as the minimization of a cost function: typically a
Least Squares matching criterion. Many authors have investigate the steepest descent method
for this problem [7, 6, 2] with the methods of shape optimization.

We address in this manuscript the stability of the optimization problems obtained with
different Least Square cost function. By introducing second order methods, we analyze the
wellposedness of the optimization method. We explain the instability in the continuous set-
tings in terms of shape optimization: the shape Hessian is not coercive —in fact its Riesz
operator turns out to be compact— and hence the criterion to minimize does not have neces-
sarily a local strict minimum. A Kohn-Vogelius type objective is studied in [3] and simplified
models can be found in [5, 1]. In this note, we present a Least Squares approach for this
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inverse problem and obtain similar results. This fact is surprising since a Kohn-Vogelius
criteria is expected to lead to more stable optimization schemes.

The present manuscript is organized as follows. In Section 2, we reformulate the identi-
fication problem as shape optimization problems, tracking with a Least Squares formulation
the Dirichlet and Neumann boundary conditions. We precise the first and second derivative
of the state and the corresponding expressions for the criteria by introducing an adjoint state.
Finally, we present our main result: a compactness result for the shape hessian at a critical
point. In Section 3, we justify some shape derivatives and explain the main steps of the proof
for the compactness theorem that explains the ill-posedness of the underlying identification
problem.

§2. The results

Let us fix the geometrical setting under consideration and the notations. We consider a
bounded domain Ω ⊂ RN (N ≥ 3) with a C2 boundary. It is fulfilled with a material whose
conductivity is σ1, an unknown inclusion ω in Ω of conductivity σ2 , σ1. In the sequel, we
fix d0 > 0 and consider inclusions ω such that ω ⊂⊂ Ωd0 = {x ∈ Ω, d(x, ∂Ω) > d0}. We also
assume that the boundary ∂ω is of class C4,α.

In the sequel, a bold character denotes a vector. If h denotes a deformation field, it can
be written as h = hτ + hnn on ∂ω. Note also that in the following lines, n denotes the outer
normal field to ∂ω pointing into Ω \ ω. Hence, for x ∈ ∂ω, we define, when the limit exists,
u±(x) (resp. (∂nu)±(x)) as the limit of u(x ± tn(x)) (resp. 〈∇u(x ± tn(x),n(x))) when t > 0
tends to 0. Note that hτ is a vector while hn is a scalar quantity. Admissible deformation
fields have to preserve ∂Ω and the regularity of the boundaries. Therefore, we consider the
space of admissible fields

H =
{

h ∈ C4,α(RN ,RN), supp(h) ⊂ Ωd0

}
.

2.1. The shape optimization problem
In order to recover the shape of the inclusion ω, an possible strategy is to minimize a cost
function. Many choices are possible, in particular a Least Squares type objective. In this
paper, we study two different Least Square cost functions. We now define these criteria.
Fixing the Neumann boundary data, we can track Dirichlet boundary conditions:

JLS (ω) =
1
2

∫
∂Ω

|un − f |2,

where f is the disturbed boundary measurements and the un is solution of the Neumann
boundary value problem: −div (σω∇un) = 0 in Ω,

σ1∂nun = g on ∂Ω.
(2)

To obtain uniqueness of the solution of (2), we add the normalization condition∫
∂Ω

un =

∫
∂Ω

f . (3)
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Another possible choice is to fix Dirichlet boundary condition and track the outgoing flux:

JDLS (ω) =
1
2

∫
∂Ω

|σ1∂nud − g|
2,

where ud is solution of the Dirichlet boundary value problem:−div (σω∇ud) = 0 in Ω,

ud = f on ∂Ω.
(4)

To ensure that the cost function JDLS is well defined, we assume that the Dirichlet data f ∈
H3/2(∂Ω). To avoid this assumption, one usually prefers to consider JLS than JDLS .

2.2. Differentiability results for the state un and ud

We quote from [6, 10, 2] the first order derivative of the state un and ud.

Theorem 1. Let Ω be a open subset of RN with a C2 boundary and ω a subdomain in Ωd0

with a C4,α boundary. The state functions un and ud are shape differentiable and their shape
derivative u′n and u′d belong to H1(Ω \ ω) ∪ H1(ω) and satisfy



∆u′n = 0 in Ω \ ω and in ω,[
u′n

]
= hn

[σ]
σ1

∂nu−n on ∂ω,[
σ∂nu′n

]
= [σ]divτ (hn∇τun) on ∂ω,

σ1∂nu′n = 0 on ∂Ω,

and



∆u′d = 0 in Ω \ ω and in ω,[
u′d

]
= hn

[σ]
σ1

∂nu−d on ∂ω,[
σ∂nu′d

]
= [σ]divτ (hn∇τud) on ∂ω,

u′d = 0 on ∂Ω.

(5)

The second order derivative of the state functions un is computed in [3].

Theorem 2. Let Ω be a open subset of RN with a C2 boundary and ω a element of Ωd0 with
a C4,α boundary. Let h1 and h2 be two deformation fields inH . The state un is has a second
order shape derivative u′′n ∈ H1(Ω \ ω) ∪ H1(ω) that solves

∆u′′n = 0 in Ω \ ω and in ω,[
u′′n

]
=

(
h1,nh2,nH − h1τ.(Dn h2τ)

)
[∂nun] −

(
h1,n[∂n(un)′2] + h2,n[∂n(un)′1]

)
+

(
h1τ.∇h2,n + h2τ.∇h1,n

)
[∂nun] on ∂ω,[

σ∂nu′′n
]

= divτ
(
h2,n

[
σ∇τ(un)′1

]
+ h1,n

[
σ∇τ(un)′2

]
+ h1τ.(Dn h2τ)[σ∇τun]

)
− divτ

(
(h1τ.∇τh2,n + ∇τh1,n.h2τ) [σ∇τun]

)
+ divτ

(
h2,nh1,n(2Dn − HI) [σ∇τun]

)
on ∂ω,

σ1∂u′′n = 0 on ∂Ω.

(6)

Here, (un)′i denotes the first order derivative of u in the direction of hi as given in (5), Dn
stands for the second fundamental form of the manifold ∂ω and H stands for the mean cur-
vature of ∂ω. Note that H is then the sum of the main curvatures and not the scaled version
(divided by n − 1) in dimension n.
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The result concerning ud is an easy adaption of Theorem 2. Once the differentiability
of the state function has been established, the chain rule provides the differentiability with
respect to the shape of criterion.

2.3. Differentiability of the objective
As usual for Least Squares objective, this derivative can be simplified thanks to an adjoint
state denoted by wLS for JLS and wDLS for JDLS .
Theorem 3. Let Ω be a open subset of RN (N ≥ 3) with a C2 boundary and ω a element of
Ωd0 with a C4,α boundary. The Least-Square objective JLS and JDLS are differentiable with
respect to the shape and their derivatives in the direction of a deformation field h in H are
given by

DJLS (ω).h =
σ1 − σ2

σ2

∫
∂ω

(
σ1∂nw

+
LS ∂nu+

n + ∇τun.∇τwLS
)

hn,

DJDLS (ω).h = −
σ1 − σ2

σ2

∫
∂ω

(
σ1∂nw

+
DLS ∂nu+

d + ∇τud.∇τwDLS

)
hn,

where the adjoint functions wLS and wDLS solve the boundary value problem

−div (σ∇wLS ) = 0 in Ω,

σ1∂nwLS = un − f on ∂Ω,
and

−div (σ∇wDLS ) = 0 in Ω,

wDLS = σ1∂ud − g on ∂Ω,
(7)

The compatibility condition is satisfied thanks to the normalization (3). The adjoint has to be
normalized for example as in (3).

In this work, we are interested by the second order shape derivative of the cost functions
objectives and the study of the stability of these criteria. For this, will need the shape deriva-
tives of the adjoint states wLS and wDLS obtained as a consequence of Theorem 1. The state
functions wLS and wDLS are shape differentiable and their shape derivatives w′LS and w′DLS
belong to H1(Ω \ ω) ∪ H1(ω) and satisfy

∆w′LS = 0 in Ω \ ω and in ω,[
w′LS

]
= hn

[σ]
σ1

∂nw
−
LS on ∂ω,[

σ∂nw
′
LS

]
= [σ]divτ (hn∇τwLS ) on ∂ω,

σ1∂nw
′
LS = u′n on ∂Ω,

and 

∆w′DLS = 0 in Ω \ ω and in ω,[
w′DLS

]
= hn

[σ]
σ1

∂nw
−
DLS on ∂ω,[

σ∂nw
′
DLS

]
= [σ]divτ (hn∇τwDLS ) on ∂ω,

w′DLS = σ1∂nu′d on ∂Ω.

We now give the second order derivatives of the Least Square criterions JLS and JDLS :
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Theorem 4. Let Ω be a open subset of RN with a C2 boundary and ω a element of Ωd0 with
a C4,α boundary. Let h1 and h2 be two deformation fields inH . The Least Square objectives
JLS and JDLS are twice differentiable with respect to the shape and their second derivatives
in the direction h are given by

D2JLS (ω)(h,h) =

∫
∂ω

σ1∂nw
′+
LS

[
(u′n)

]
+

[
σ∂nw

′
LS

]
(u′n)− −

[
σ∂n(u′n)

]
w′−LS

+

∫
∂ω

σ2∂nw
−
LS

[
(un)′′

]
− σ1∂n(u′n)+ [

w′LS
]
− wLS

[
σ∂n(un)′′

]
,

D2JDLS (ω)(h,h) =

∫
∂ω

[
σ∂n(u′d)

]
w′−DLS + σ1∂n(u′d)+

1
[
w′DLS

]
− σ1∂nw

′−
DLS

[
(u′d)

]
+

∫
∂ω

[
(ud)′′

]
+

[
σ∂nw

′
DLS

]
(u′d)− − wDLS

[
σ∂n(ud)′′

]
− σ2∂nw

−
DLS .

(8)

Let us investigate the properties of stability of this cost functions. We focus the study
JLS cost function but we can use the same techniques for JDLS . We assume that there exists
an admissible inclusion ω∗ such that JLS (ω∗) = 0. It realizes the absolute minimum of the
criterion JLS . This is satisfied by solution of the inverse problem.Then, Euler’s equation
DJLS (ω∗)(h) = 0 holds and that we prove that

D2JLS (ω∗)(h,h) =

∫
Ω

(u′n)2. (9)

Moreover, if hn , 0, then D2JLS (ω∗)(h,h) > 0 holds. Nevertheless, (9) does not means
that the minimization problem is well posed. In fact, the following theorem explains the
instability of standard minimization algorithms.

Theorem 5. Assume that ω∗ is a critical shape of JLS for which the additional condition
un = f holds, then the Riesz operator corresponding to D2JLS (ω∗) defined from H1/2(∂ω∗)
with values in H−1/2(∂ω∗) is compact.

Theorem 5 has two main consequences. First, the shape Hessian at the global mini-
mizer is not coercive. This means that this minimizer may be no local strict minimum of the
criterion. Moreover, JLS is not locally convex (at least uniformly in the directions of defor-
mations) around the minimizer ω∗: the criterion provide no control of the distance between
the parameter ω and the target ω∗. The second consequence concerns any numerical scheme
used to obtain this optimal domain ω∗. One has to face this difficulty. This explains why
frozen Newton schemes or Levenberg-Marquard schemes are used to numerically solve this
problem [6, 2].

§3. Ideas of the proofs

3.1. Proof of Theorem 4
The differentiability of the objective is a direct application of Theorem 2. The computation
we make here is based on the relation

D2JLS (ω)(h1,h2) = D (DJLS (ω)h1) (ω)h2 − DJLS (ω)Dh1h2). (10)
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To obtain (8), we first compute the shape gradient in the direction h1, then differentiate it in
the direction of h2 to get

DJLS (ω)h1 =

∫
∂Ω

(un − f ) (un)′1.

Then,

D (DJLS (ω)h1) h2 =

∫
∂Ω

(un)′1(un)′2 + ((un)′1)′2(un − f ).

Thanks to formula (10), we obtain

D2JLS (ω)(h1,h2) =

∫
∂Ω

(un)′1(un)′2 + (un)′′1,2(un − f ). (11)

Introducing the adjoint state function wLS and the first derivative adjoint state w′LS , we trans-
form the integral on ∂Ω at integral on ∂ω thanks to Green’s formulas:∫

∂Ω

(un)′1(un)′2 =

∫
∂Ω

σ1∂nw
′
LS (un)′1

=

∫
∂ω

σ1∂n(w′LS )+ [
(un)′1

]
+ (u−n )′1

[
σ1∂nw

′
LS

]
−

[
σ∂n(un)′1

]
(w′LS )− −

[
w′LS

]
σ1∂n(u+

n )′1,∫
∂Ω

(un)′′1,2(un − f ) =

∫
∂Ω

σ1∂nwLS (un)′′1,2 =

∫
∂ω

σ2∂nw
−
LS

[
(un)′′1,2

]
− wLS

[
σ∂n(un)′′1,2

]
.

We gather these formulae to obtain the result (8).

3.2. Sketch of proof of Theorem 5
We follow the strategy of analysis of [5, 3]. We specify the domain ω that is assumed to be a
critical shape for JLS . Moreover, we assume that the additional condition un = f on ∂Ω holds,
then the adjoint state wLS = 0 in the Ω and the first derivative adjoint state w′LS becomes :−div

(
σω∇w

′
LS

)
= 0 in Ω,

σ1∂nw
′
LS = u′n on ∂Ω.

To emphasize that we deal with such a special domain, we will denote it by ω∗. The as-
sumptions mean that the measurements are compatible and that ω∗ is a global minimum of
the criterion. From the necessary condition of order two at a minimum, the shape Hessian is
positive at such a point.

Let us notice that only the normal component of h appears. Let us also emphasize that
there is no hope to get h = 0 from the structure theorem for second order shape derivative.
The deformation field h appears in D2JLS (ω∗)(h,h) only thought its normal component hn

since ω∗ is a critical point for JLS . This remark explains why we consider in the statement of
Theorem 5 the scalar Sobolev space corresponding to the normal components of the defor-
mation field.

We now prove Theorem 5. From (8), we deduce

D2JLS (ω∗)(h,h) =

∫
∂ω∗

σ1∂nw
′+
LS

[
(u′n)

]
−

∫
∂ω∗

[
σ∂n(u′n)

]
w′−LS
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Substituting their values to the quantities
[
(u′n)

]
and

[
σ∂n(u′n)

]
, we get

D2JLS (ω∗)(h,h) = [σ]
(〈
σ1hn∂nu−n , ∂nw

′+
LS

〉
−

〈
divτ (hn∇τun) , w′−LS

〉)
,

where 〈·, ·〉 denotes the duality between H1/2(∂ω∗) ×H−1/2(∂ω∗) . Let us introduce the opera-
tors

T1 : H1/2(∂ω∗)→ H−1/2(∂ω∗) M1 : H1/2(∂ω∗)→ H1/2(∂ω∗)
h 7→ divτ (hn∇τun) h 7→ w′−LS

T2 : H1/2(∂ω∗)→ H1/2(∂ω∗) M2 : H1/2(∂ω∗)→ H−1/2(∂ω∗)
h 7→ hn∂nu−n h 7→ ∂nw

′+
LS

The Hessian can then be written under the form

D2JLS (ω∗)(h,h) = [σ]
(〈

M2(h),T2(h)
〉
− σ1

〈
T1(h),M1(h)

〉)
.

From the classical results of Maz’ya and Shaposhnikova on multipliers ([8]), we get easily
that T1 and T2 are continuous operators. Operator M1 is the composition of the operators

R1 : H1/2(∂ω∗)→ H1/2
� (∂Ω) and R2 : H1/2

� (∂Ω)→ H1/2(∂ω∗)
h 7→ u′n φ 7→ ψ

where ψ is the trace on ∂ω∗ of Ψ solution of−div (σω∗∇Ψ) = 0 in Ω,

σ1∂nΨ = φ on ∂Ω,
(12)

and H1/2
♦ (∂Ω) is the Sobolev space

H1/2
♦ (∂Ω) =

{
φ ∈ H1/2(∂Ω) :

∫
∂Ω

φ = 0
}
.

While R1 is a continuous operator, R2 is compact. To prove this claim, let us express
u|∂ω∗ = ψ. We use the integral representation formula and classical notation for the layers
operators: we use the convention that the letter S is used for single layer potentials while K
is used for double layer potentials. All the justifications of next claims are standart in the
theory of integral equations. If u solves the boundary value problem (12), then it also solves
the following system of integral equation 1

2 I + µKω∗ κK∂Ω∂ω∗

µK∂ω∗∂Ω κ
(
− 1

2 I + KΩ

)
(u)|∂ω∗

(u)|∂Ω

 = κ

S ∂Ω∂ω∗φ

S Ωφ

 ,
where κ = −σ1/(σ1 + σ2) and µ = [σ] / (σ1 + σ2). The matricial operator arising in this
equation has a continuous inverse. A straightforward computation gives that u|∂ω∗ = ψ solves[(

1
2 I + µKω∗

)
+ µK∂Ω∂ω∗

(
− 1

2 I + KΩ

)−1
K∂ω∗∂Ω

]
ψ = κ

[
S ∂Ω∂ω∗ − K∂Ω∂ω∗

(
− 1

2 I + KΩ

)−1
S Ω

]
φ.

Since the operators K∂Ω∂ω∗ and S ∂Ω∂ω∗ are compact, the operator R2 is compact, hence M1 is
compact. The proof of compactness of M2 is similar and therefore the Hessian is compact.
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A NEW MODIFIED EQUATION APPROACH
FOR SOLVING THE WAVE EQUATION

C. Agut, J. Diaz and A. Ezziani

Abstract. The main topic of this work is to provide a fast and accurate solution of the
wave equation. We will present new numerical schemes based on the modified equation
technique using a switch between the space discretization and the time one. Numerical
results illustrate the performances of these methods with respect to the accuracy and the
computational burden.

Keywords: High order schemes, discontinuous Galerkin method, acoustic wave equation.

AMS classification: 65M12, 65M60, 35L05.

§1. Introduction

The solution of the full wave equation implies very high computational burdens to get high
accurate results. Indeed, to improve the accuracy of the numerical solution, one must consid-
erably reduce the space step, which is the distance between two points of the mesh represent-
ing the computational domain. Obviously this results in increasing the number of unknowns
of the discrete problem. Besides, the time step, whose value fixes the number of required
iterations for solving the evolution problem, is linked to the space step through the CFL
(Courant-Friedrichs-Lewy) condition. The CFL number defines an upper bound for the time
step in such a way that the smaller the space step is, the higher the numbers of iterations and of
discrete unknowns will be. In the three-dimensional case, the problem can have more than ten
millions of unknowns which must be evaluated at each time-iteration. However, high-order
numerical methods can be used for computing accurate solutions with larger space and time
steps. Recently, Joly and Gilbert (cf. [1]), have optimized the modified equation technique,
which was proposed by Shubin and Bell (cf. [3]) for solving the wave equation and it seems
to be very promising providing some improvements. In this work, we apply this technique
in a original way. Indeed, most of the works devoted to the solution of the wave equation
consider first the space discretization of the system before addressing the question of the time
discretization. We intends here to invert the discretization process by applying first the time
discretization thanks to the modified equation and after to consider the space discretization.
After the time discretization an additional bilaplacian operator appears and we have therefore
to consider C1 finite elements (such as the Hermite ones) or Discontinuous Galerkin finite
elements whose C1 continuity is enforced through an appropriate penalty term. We provide a
numerical comparison of the performance of the new method in order to illustrate the gains
of accuracy and computational burden.
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§2. Modified Equation technique

In this section, we describe the classical modified equation technique and we recall its main
properties.

We consider the wave equation in a bounded domain Ω ⊂ Rd, d = 1, 2, 3. We impose
here a Neumann boundary condition of Ω but this study can be extended to other type of
boundary condition without difficulty. Similarly, for a sake of simplicity, we do not consider
any source term: 

Find u : (0,T ) ×Ω→ R such that

∂2u
∂t2 − c2∆u = 0 in (0,T ) ×Ω,

u(0, x) = u0(x),
∂u
∂t

(0, x) = u1(x) in Ω,

∇u · n = 0 on Γ = ∂Ω,

(1)

where T is the final time, c the velocity of the waves and u0, u1 are initial data. We assume
here that the velocity is piecewise constant.

After a space discretisation (Finite Elements, Discontinous Galerkin, Finite Differences,
etc.), the system can be rewritten as a linear system:

M
d2U
dt2 + KU = 0, (2)

where U is a vector whose components represent an approximation of u in a suitable basis of
function, M is the mass matrix which is invertible and K is the stiffness matrix. To discretize
(2) in time, we use Taylor expansions to obtain

U(t + ∆t) − 2U(t) + U(t − ∆t)
∆t2 =

d2U(t)
dt2 +

∆t2

12
d4U(t)

dt4 + O
(
∆t4

)
.

where ∆t is the time step. Then, applying (2), we have that

d4U(t)
dt4 = M−1KM−1KU(t).

Consequently, we obtain an explicit fourth-order scheme:

Un+1 = 2Un − Un−1 − ∆t2
[
M−1K

(
Un −

∆t2

12

(
M−1KUn

))]
, (3)

where Un denotes the approximation of U at time t = n∆t.
This technique is the so called modified equation technique and was introduced by Shubin

and Bell ([3]). We precise that it can be applied to obtain a scheme of arbitrary even order.
This scheme is stable under the following CFL condition [1]:

∆t
h
≤ αLF

√
3,
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where h is the typical space step of the mesh and αLF denotes the CFL condition we would
have obtained with a classical leapfrog scheme:

Un+1 = 2Un − Un−1 − ∆t2M−1KUn. (4)

We remark that this scheme requires one more multiplication by M−1K than the classical
second order leapfrog scheme, but its CFL condition is multiplied by

√
3 w 1.73, so that it

increases the order of convergence by two orders, without penalizing too much the computa-
tional burden.

§3. Scheme with the bilaplacian operator

We present here the construction of a new scheme using the modified equation technique by
first applying the time discretization before the space one.

3.1. Construction of the semi-discrete scheme
Using Taylor expansions on the continuous unknown, we have

u(t + ∆t) − 2u(t) + u(t − ∆t)
∆t2 =

d2u(t)
dt2 +

∆t2

12
d4u(t)

dt4 + O
(
∆t4

)
.

Then, applying the wave equation (1) to the second and the fourth derivative of u(t) with
respect to the time, we easily obtain

un+1 − 2un + un−1

∆t2 = c2∆un +
∆t2

12
c4∆2un. (5)

In the following, this scheme will be called “scheme with bilaplacian operator”. To discretize
the bilaplacian operator, we have to consider a space discretization which is able to take
into account some H2 quantities. Consequently, in this work, we have to consider C1 finite
elements (such as the Hermite ones) or Discontinuous Galerkin elements whose C1 continuity
is enforced through an appropriate penalty term.

3.2. Hermite finite elements
We first present the space discretization of (5) by Hermite elements. We restrict ourselves to
the 1D-case since these elements are difficult to adapt to the higher dimensions.

Because of the bilaplacian operator, we need an additional boundary condition. Deriving
two times the equation ∇u · n = 0 with respect to the time and using the wave equation (1),
we obtain

∂2∇u
∂t2 · n = ∇

∂2u
∂t2 · n = c2∇ (∆u) · n = 0.

Consequently, we have to impose ∇u · n = 0 and ∇ (∆u) · n = 0 on Γ. Similarly, for Dirichlet
boundary conditions we would have u = 0 and ∆u = 0 on Γ.
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We multiply (5) by a test function v ∈ H2(Ω), we integrate this equation over Ω, we apply
Green formula and we use the two boundary conditions to obtain∫

Ω

(
un+1 − 2un + un−1

∆t2

)
v = a1 (un, v) +

∆t2

12
a2 (un, v) ,

where

a1 (un, v) = −c2
∫

Ω

∇un · ∇v,

a2 (un, v) = c4
∫

Ω

∆un∆v − c4
∫

Γ

∆un (∇v · n) − c4
∫

Γ

∆v (∇un · n) .

The last term of a2 which vanishes on Γ is artificially introduced to symmetrize the bilinear
form.

We consider Ω = [a, b] ⊂ R and we introduce the following space of discretization:

Vh =
{
v ∈ C1 (Ω) : v|K ∈ P3([x j, x j+1]

)
, ∀ j = 1 . . . n − 1

}
.

where {x j} j=1...n are defined by

∀ j = 1 . . . n − 1, x j ∈ [a, b] and x j < x j+1.

The basis functions of Hermite’s element method are defined by

∀1 ≤ i, j ≤ n − 1,

ϕ2i−1(x j) = δ2i−1, j, ϕ2i(x j) = 0,

ϕ
′

2i−1(x j) = 0, ϕ
′

2i(x j) = δ2i, j.

We finally obtain the following linear system:

Un+1 − 2Un + Un−1

∆t2 = M−1KUn, (6)

with Mi, j =
∫

Ω
ϕiϕ j, Ki, j = ∆t2

12 a2(ϕi, ϕ j) − a1(ϕi, ϕ j) and Un
i = un(xi), if i is odd, or (un)

′

(xi),
if i is even.

The CFL condition of this scheme is given by the following result:

Theorem 1. A necessary and sufficient L2-stability condition is given by

c
∆t
h
≤

1
√

5
,

where h = min
j=1...n−1

(x j+1 − x j)

Proof. We give the main ideas of the proof. The necessary condition is proved by a classical
discrete Fourier analysis. Likewise, for the sufficient condition, we use an energy estimate to
obtain

λmin ≥ 0 and
∆t2

4
λmax ≤ 1,

where λmin = min
{
λ ∈ Sp

(
−M−1/2KM−1/2

)}
and λmax = max

{
λ ∈ Sp

(
−M−1/2KM−1/2

)}
. �
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Remark 1. The stability condition of this scheme is approximatively ∆t/h ≤ 0.447 and we
have only one multiplication by M−1K, whereas the stability condition of a P3-Lagrange
discretization combined with the classical modified equation technique is approximatively
∆t/h ≤ 0.266 and the scheme requires two multiplications by M−1K. So the new scheme is 3.4
times faster.

In a strongly heterogeneous media, the solution is no longer C1 because of the discon-
tinuities of the physical parameters and Hermite elements are not adapted to this problem.
Consequently, we introduce another method based on Discontinuous Galerkin method in the
next section.

3.3. Discontinuous Galerkin Method

In this part, we use a Discontinuous Galerkin Method (DGM) which takes into account the
discontinuities between each elements of the mesh Th of Ω. More precisely, we use the
Interior Penalty Discontinuous Galerkin Method [2]. First, we multiply (5) by a test function
v, we integer it over each element K and we sum it over all elements of the mesh Th:

∑
K∈Th

∫
K

un+1 − 2un − un−1

∆t2 v dx −
∑
K∈Th

∫
K

c2∆unv dx −
∆t2

12

∑
K∈Th

∫
K

c4∆2unv dx = 0.

Now, we have to introduce various notations. The set of the mesh faces are denoted Fh which
is partitionned into two subsetsF i

h and F b
h corresponding respectively to the interior faces and

those located on the boundary. For F ∈ F i
h , we note arbitrarily K+ and K− the two elements

sharing F and we define ν as the unit outward normal vector pointing from K+ to K−.
Using a classical IPDG method, the second term of the formulation is replaced by the

bilinear form a1 defined by

a1(u, v) =
∑
K∈Th

∫
K

c2∇un∇v dx −
∑
F∈Fh

∫
F

[[v]]{{c2∇un}} · ν dσ

−
∑
F∈Fh

∫
F

[[un]]{{c2∇v}} · ν dσ +
∑
F∈Fh

∫
F
α1[[un]] [[v]] dσ,

where α1 is a well chosen penalization coefficient and [[·]] and {{·}} correspond respectively to
the jump and the average of a piecewise smooth function v, on an interior edge such that :

[[v]] := v+ − v−, {{v}} :=
v+ + v−

2
.

We denote also by v± the restriction of v to the element K±.
Now, we consider the third term of the formulation, denoted by Q. Using two times a

Green formula, we obtain

Q = −
∑
K∈Th

∫
K

c4∆un∆v dx +
∑
K∈Th

∫
∂K

c4∆un(∇v · n) dσ −
∑
K∈Th

∫
∂K

c4(∇(∆un) · n) v dσ.
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Then, we can rewrite the second term and the third one:∑
K∈Th

∫
∂K

c4∆un(∇v · n) dσ =
∑
F∈Fh

∫
F

[[∇v]] · ν{{c4∆un}} + [[c4∆un]]{{∇v}} · ν dσ,

∑
K∈Th

∫
∂K

c4(∇(∆un) · n)v dσ =
∑
F∈Fh

∫
F

[[v]]{{c4∇(∆un)}} · ν + [[c4∇(∆un)]] · ν{{v}} dσ.

Combining the continuity of u and ∇u ·n across the interfaces with the wave equation (1), we
deduce the continuity of ∆u and ∇ (∆u) · n so that

Q = −
∑
K∈Th

∫
K

c4∆un∆v dx +
∑
F∈Fh

∫
F

[[∇v]] · ν{{c4∆un}} −
∑
F∈Fh

∫
F

[[v]]{{c4∇(∆un)}} · ν.

Since the form is not symmetric, we add the corresponding symmetric terms which vanish
because of the continuity of u and ∇u · n, and to enforce the coercivity of the form we add a
suitable penalization term α2 ∈ R to obtain the bilinear form

a2(u, v) = Q2 +
∑
F∈Fh

∫
F

[[∇un]] · ν{{c4∆v}}

−
∑
F∈Fh

∫
F

[[un]]{{c4∇(∆v)}} · ν +
∑
F∈Fh

∫
F
α2[[c∇u · ν]] [[c∇v · ν]].

Then, we introduce the space of discretization Vh =
{
v ∈ L2 (Ω) : v|K ∈ P3 (K) ,∀K ∈ Th

}
and we consider {ϕ j} j=1...n, the classical discontinuous basis functions P3 of Vh to obtain the
scheme

Un+1 = 2Un − Un−1 + ∆t2M−1
(
∆t2

12
K2 − K1

)
,

where (M)i, j =
∑

K∈Th

∫
K ϕiϕ j, (K1)i, j = a1(ϕi, ϕ j) and (K2)i, j = a2(ϕi, ϕ j).

Numerical results will illustrate the fact that this scheme has the same stability condition
as the classical IPDG method combined with a leapfrog scheme.

§4. Numerical Results

In this part, we present some results in the one-dimensional case. Experiments in higher
dimensions are in progress and preliminary results confirms the 1D results. In all the ex-
periments, we consider a domain Ω = [0, 10], a final time T = 100 and a velocity c = 1.
We consider periodic boundary conditions, to ensure that the boundary conditions do not
deteriorate the performances of the scheme. The initial conditions are U0(x) = sin (πx) ,

U1(x) = sin (π (x − ∆t)) ,

so that the exact solution is U (x, t) = sin (π (x − t)).
First, we compare the scheme with the bilaplacian operator to the classical P3 FEM with the
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Ndof 150 300 600 1200

P3 FE ∆x = 0.200 ∆x = 0.100 ∆x = 0.050 ∆x = 0.025

∆t = 0.0531 ∆t = 0.0266 ∆t = 0.0133 ∆t = 0.0066

Err = 3.39E−03 Err = 2.66E−04 Err = 1.75E−05 Err = 1.11E−06

∆2 Hermite FE ∆x = 0.133 ∆x = 0.067 ∆x = 0.033 ∆x = 0.017

∆t = 0.0584 ∆t = 0.0294 ∆t = 0.0147 ∆t = 0.0073

Err = 6.63E−03 Err = 4.2E−04 Err = 2.56E−05 Err = 1.58E−06

Table 1: Comparison between P3 FE and ∆2 Hermite FE

Ndof 150 300 600 1200

DGP3 ∆x = 0.256 ∆x = 0.132 ∆x = 0.066 ∆x = 0.033

∆t = 0.0681 ∆t = 0.0349 ∆t = 0.0176 ∆t = 0.0088

Err = 3.421E−03 Err = 2.7006E−04 Err = 1.809E−05 Err = 1.158E−06

∆2 DGP3 ∆x = 0.256 ∆x = 0.132 ∆x = 0.066 ∆x = 0.033

∆t = 0.0467 ∆t = 0.0240 ∆t = 0.0121 ∆t = 0.0060

Err = 3.297E−03 Err = 1.717E−04 Err = 8.088E−06 Err = 4.337E−07

Table 2: Comparison between classical IPDG and ∆2 IPDG

modified equation scheme. Table 1 presents the L2 (]0,T [ ,Ω)-error with various choices of
the number of degree of freedom (Ndof), the space step (∆x) and the time step (∆t).

We can easily remark that, with each method, the ratio between two consecutive errors is
almost 16 that is to say the two methods are indeed fourth order methods. Furthermore, we
note that the error is smaller with “P3 FE” than with “∆2 Hermite FE” for a given number of
degrees of freedom (i.e. for an equivalent computational burden at each time step). However,
the same level of error as P3 FE can be reached by decreasing the time step by 25%. Keeping
in mind that the ∆2 scheme requires only one multiplication by M−1K, it is still less expensive
than the classical one.
Now we present the results using a DGM with the same parameters as previously and α1 = 8
and α2 = −10 (cf. Table 2).

Once again, these results confirms that the methods are fourth order methods and we
remark that the results with the scheme with the bilaplacian operator provides smaller error
than the classical IPDG. Moreover, we notice that, with the bilaplacian operator, the time step
is smaller than IPDG method but this problem is in balance with the fact that we have only
one multiplication by M−1K.

We now investigate the influence of the boundary conditions on the stability of the
schemes. Table 3 represents the CFL conditions (numerically computed) for periodic, Neu-
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Periodic Dirichlet Neumann

Leapfrog scheme P3 0.15333 0.15333 0.15333

FE P3 0.26558 0.26558 0.26558

DG P3 0.2655 0.2655 0.2655

∆2 Hermite FE 0.4471 0.4471 0.1995
∆2 DGP3 0.1821 0.1821 0.1821

Table 3: Comparison CFL conditions

mann and Dirichlet conditions for the various schemes we have presented.
The boundary conditions do not modify the stability of the ∆2 IPDG scheme, whereas

the Neumann condition deteriorate the stability ot the ∆2 Hermite scheme. Besides, since the
IPDG scheme can be more easily extended to multidimensional cases and is more adapted to
deal with heterogeneous media, we will focus on this method in future works.

§5. Conclusion

In this work, we have constructed a new scheme based on the modified equation technique
and a switch between the time discretization and the space discretization. This new scheme
allows to reduce the computational time and improve the accuracy of the classical methods.
We are now considering the two dimensional case and heterogeneous media. Next step will
be the implementation of absorbing boundary conditions.
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ON THE HELICAL FLOW
OF NEWTONIAN FLUIDS INDUCED

BY TIME DEPENDENT SHEAR
W. Akhtar and M. Nazar

Abstract. The velocity field and the shear stresses corresponding to the unsteady flow of
Newtonian fluids in an infinite circular cylinder are determined by means of the Hankel
and Laplace transforms. The motion is produced by the infinite cylinder that at the initial
moment is subject to both longitudinal and rotational time dependent shear stresses.

Keywords: Newtonian fluids, velocity field, tangential stress, cylindrical domains.
AMS classification: 53B25, 53C15.

§1. Introduction

The study on the flow of a viscous fluid in a circular cylinder is not only of fundamental
theoretical interest but it also occurs in many applied problems. The starting solutions for
the motion of the second grade fluids due to longitudinal and torsional oscillations of a cir-
cular cylinder have been studied by Fetecau in [3]. Vieru et al [6], by means of the Laplace
transform and Cauchy’s residue theorem, have determined the starting solutions for the os-
cillating motion of a Maxwell fluid. Akhtar and Nazar [1] have studied the rotational flow of
generalized Maxwell fluids in a circular cylinder which rotates around its axis.

The aim of this paper is to study the flow of a Newtonian fluid in an infinite circular
cylinder of radius R. The motion is produced by the cylinder that at the initial moment is
subjected to longitudinal and torsional time dependent shear stresses. The exact solutions
of the problems with initial and boundary conditions are determined by means of the finite
Hankel and Laplace transforms. The solutions obtained in this paper can be used to make a
comparison between flows of Newtonian and non-Newtonian fluids.

§2. Governing equations

The Cauchy stress in an incompressible Newtonian fluid is characterized by the next consti-
tutive equation [5]:

T = −pI + µA, (1)

where −pI denotes the indeterminate spherical stress, A = L + LT is the first Rivlin Ericksen
tensor, L is the velocity gradient, µ is the dynamic viscosity, the superscript T denotes the
transpose operator.

In cylindrical coordinates (r, θ, z), the velocity of the flow is given by

v = v(r, t) = w(r, t)eθ + v(r, t)ez, (2)
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where eθ and ez are the unit vectors in the θ and z directions respectively. For such flows the
constraint of incompressibility is automatically satisfied.

Introducing (2) into constitutive equation (1), we find

τ1(r, t) = µ
∂v(r, t)
∂r

, (3)

τ2(r, t) = µ
(
∂w(r, t)
∂r

−
1
r
w(r, t)

)
, (4)

where τ1(r, t) = S rz(r, t) and τ2(r, t) = S rθ(r, t) are the shear stress which is different of zero.
The last equations together with the equations of motion leads to the governing equations [4]

∂v(r, t)
∂t

= ν
(
∂2v(r, t)
∂r2 +

1
r
∂v(r, t)
∂r

)
, r ∈ (0,R), t > 0, (5)

∂w(r, t)
∂t

= ν
(
∂2w(r, t)
∂r2 +

1
r
∂w(r, t)
∂r

−
1
r2w(r, t)

)
, r ∈ (0,R), t > 0, (6)

where ν = µ/ρ is the kinematic viscosity and ρ is the constant density of the fluid.

§3. Helical flow through an infinite circular cylinder

Let us consider an incompressible Newtonian fluid at rest in an infinite circular cylinder of
radius R. At time zero, the cylinder suddenly begins to rotate and move along its axis due
to time dependent shear stress. Owing to the shear, the fluid is gradually moved, its velocity
being given by Eq.(2) and the governing equations are (5) and (6). The appropriate initial and
boundary conditions are

v(r, 0) = 0, w(r, 0) = 0; r ∈ [0,R], (7)

τ1(R, t) = µ
∂v(R, t)
∂r

= f .t; t ≥ 0, (8)

τ2(R, t) = µ
(
∂w(R, t)
∂r

−
1
R
w(R, t)

)
= f .t; t ≥ 0. (9)

To solve this problem we shall use as in [1, 2] the Laplace and Hankel transforms.

3.1. Calculation of the velocity field
Applying the Laplace transform to Eqs. (5), (6), (8) and (9) and using Eq. (7) we obtain the
following problems with boundary conditions

qv(r, q) = ν
(
∂2v(r, q)
∂r2 +

1
r
∂v(r, q)
∂r

)
, (10)

∂v(R, q)
∂r

=
f
µq2 , (11)

qw(r, q) = ν
(
∂2w(r, q)
∂r2 +

1
r
∂w(r, q)
∂r

−
1
r2w(r, q)

)
, (12)

∂w(R, q)
∂r

−
1
R
w(R, q) =

f
µq2 , (13)
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where

v(r, q) =

∫ ∞

0
v(r, t)e−qtdt, w(r, q) =

∫ ∞

0
w(r, t)e−qtdt

are the Laplace transforms of v(r, t) and w(r, t) respectively. In the following we denote by

vH (r0n, q) =

∫ R

0
rv(r, q)J0(rr0n) dr, wH (r1n, q) =

∫ R

0
rw(r, q)J1(rr1n) dr, (14)

the finite Hankel transforms of v(r, q) and w(r, q) respectively, where J0(·) and J1(·) are the
Bessel functions of first kind of order zero and one and r0n and r1n, for n = 1, 2, 3, . . ., are the
positive roots of the transcendental equations J1(Rr) = 0 and J2(Rr) = 0 respectively.

Multiplying both sides of Eq. (10) by rJ0(rr0n), integrating with respect to r from 0 to R
and taking into account the condition (11) and the equality∫ R

0
r
[∂2v(r, q)

∂r2 +
1
r
∂v(r, q)
∂r

]
J0(rr0n) dr =

R f J0(Rr0n)
µq2 − r2

0nvH (r0n, q), (15)

we find that
vH (r0n, q) =

R f
ρ

J0(Rr0n)
1

q2(q + νr2
0n)
. (16)

Multiplying both sides of Eq. (12) by rJ1(rr1n), integrating with respect to r from 0 to R and
taking into account the condition (13) and the equality∫ R

0
r
[∂2w(r, q)

∂r2 +
1
r
∂w(r, q)
∂r

−
1
r2w(r, q)

]
J1(rr1n) dr =

R f J1(Rrn)
µq2 − r2

1nwH (r1n, q), (17)

we find that
wH (r1n, q) =

R f
ρ

J1(Rr1n)
1

q2(q + νr2
1n)
. (18)

Now, for a more suitable presentation of the final results, we rewrite Eqs. (16) and (18) in the
following equivalent forms

vH (r0n, q) = v1H (r0n, q) + v2H (r0n, q), (19)

where
v1H (r0n, q) =

R f J0(Rr0n)
r2

0n

1
µq2 , v2H (r0n, q) = −

R f J0(Rr0n)
µr2

0n

1
q(q + νr2

0n)
(20)

and
wH (r1n, q) = w1H (r1n, q) + w2H (r1n, q), (21)

where

w1H (r1n, q) =
R f J1(Rr1n)

r2
1n

1
µq2 , w2H (r1n, q) = −

R f J1(Rr1n)
µr2

1n

1
q(q + νr2

1n)
(22)

A straightforward calculus deals to the following function-Hankel transform pairs

f (r) =
f r2

2R
, fH (r0n) =

R f J0(Rr0n)
r2

0n

, g(r) =
f r3

2R2 , gH (r1n) =
R f J1(Rr1n)

r2
1n

. (23)
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The inverse Hankel transforms of the functions v2H (r0n, q) and w2H (r1n, q) are [2]

v2(r, q) =
2

R2

∞∑
n=1

J0(rr0n)
J2

0(Rr0n)
v2H (r0n, q),

w2(r, q) = −2
∞∑

n=1

r2
1nJ1(rr1n)

[(r2
1n + h2)R2 − 1]J2

1(Rr1n)
w2H (r1n, q),

(24)

where h = − 1
R .

Applying the inverse Hankel transform to Eqs. (19)-(22) and using (23) and (24) we
obtain the following form of the Laplace transforms of the functions v(r, t) and w(r, t)

v(r, q) =
f r2

2R
1
µq2 −

2 f
µR

∞∑
n=1

J0(rr0n)
r2

0nJ0(Rr0n)
1

q(q + νr2
0n)
, (25)

w(r, q) =
f r3

2R
1
µq2 −

2 f
µR

∞∑
n=1

J1(rr1n)
r2

1nJ1(Rr1n)
1

q(q + νr2
1n)
. (26)

We denote by

hi(rin, q) =
1

q + νr2
in

, i = 0, 1,

and have [2]
L−1{hi(rin, q)

}
= exp(−νr2

in).

The inverse Laplace transform of the function gi(rin, q) = 1
q hi(rin, q) is

gi(rin, t) =

∫ t

0
hi(rin, u) =

1
νr2

in

[1 − exp(−νr2
int)]. (27)

Applying inverse Laplace transform to Eqs. (25) and (26) and using (27) we find the follow-
ing forms of the velocity fields:

v(r, t) =
f r2

2µR
t −

2 f
νµR

∞∑
n=1

J0(rr0n)
r4

0nJ0(Rr0n)
[1 − exp(−νr2

0nt)], (28)

and

w(r, t) =
f r3

2µR2 t −
2 f
νµR

∞∑
n=1

J1(rr1n)
r4

1nJ1(Rr1n)
[1 − exp(−νr2

1nt)]. (29)

3.2. Calculation of the shear stresses
Applying the Laplace transform to Eqs. (3) and (4) we find that

τ1 (r, q) = µ
∂v(r, q)
∂r

, (30)

τ2 (r, q) = µ
(
∂w(r, q)
∂r

−
1
r
w(r, q)

)
. (31)



On the helical flow of Newtonian fluids induced by time dependent shear 31

Differentiating Eqs. (25) and (26) with respect to r we get

∂v(r, q)
∂r

=
r f
R

1
µq2 +

2 f
µR

∞∑
n=1

J1(rr0n)
r0nJ0(Rr0n)

1
q(q + νr2

0n)
, (32)

respectively

∂w(r, q)
∂r

−
1
r
w(r, q) =

f r2

R2

1
µq2 +

2 f
µR

∞∑
n=1

J2(rr1n)
r1nJ1(Rr1n)

1
q(q + νr2

1n)
. (33)

Introducing (32) into (30) and (33) into (31) we find that

τ1 (r, q) =
r f
R

1
q2 +

2 f
R

∞∑
n=1

J1(rr0n)
r0nJ0(Rr0n)

1
q(q + νr2

0n)
, (34)

τ2 (r, q) =
r2 f
R2

1
q2 +

2 f
R

∞∑
n=1

J2(rr1n)
r1nJ1(Rr1n)

1
q(q + νr2

1n)
. (35)

Inverting Eqs. (34) and (35) and using (27), we find the following forms of the shear stresses

τ1(r, t) =
r f t
R

+
2 f
νR

∞∑
n=1

J1(rr0n)
r3

0nJ0(Rr0n)
[1 − exp(−νr2

0nt)], (36)

τ2(r, t) =
r2 f t
R2 +

2 f
νR

∞∑
n=1

J2(rr1n)
r3

1nJ1(Rr1n)
[1 − exp(−νr2

1nt)]. (37)

From (36) and (37) it is easy to verify that τ1(R, t) = f t and τ2(R, t) = f t, t ≥ 0.

§4. Conclusion

In this note, the velocity field and the resulting shear stresses corresponding to the helical
flow induced by an infinite circular cylinder in an incompressible Newtonian fluid have been
determined using the finite Hankel and Laplace transforms. The motion is produced by the
cylinder that at the initial moment is subjected to both rotation and translation by time de-
pendent shear. The solutions that have been obtained satisfy all imposed initial and boundary
conditions and can be used to make a comparison between flows of Newtonian and non-
Newtonian fluids. For t → ∞, the solutions (28) and (29) reduce to the steady-state solutions

v(r, t) =
f r2

2µR
t −

2 f
νµR

∞∑
n=1

J0(rr0n)
r4

0nJ0(Rr0n)
,

and

w(r, t) =
f r3

2µR2 t −
2 f
νµR

∞∑
n=1

J1(rr1n)
r4

1nJ1(Rr1n)
.
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ASYMPTOTIC KINETIC ENERGY
CONSERVATION FOR LOW-MACH
NUMBER FLOW COMPUTATIONS

Mohamed Amara, Yann Moguen and Eric Schall

Abstract. Numerical dissipation, often used in collocated mesh schemes to enforce stabil-
ity or to avoid odd-even decoupling problem, may be undesirable, for example to compute
turbulent fluid flows in DNS or LES. Unfortunately, on the other hand, central discretiza-
tion suffers from loss of stability problems, in particular when the Reynolds number in-
creases. Therefore, an important attention has been devoted to find criteria that could
ensure the stability without any addition of non-physical dissipation into the numerical
schemes.

It appears experimentally that, for incompressible flow, the discrete kinetic energy
conservation is one of these criteria. The present study deals with (1) the asymptotic
signification of this conservation property in the incompressible limit of the compressible
flow model; (2) the conditions under which the discrete kinetic energy is conserved in the
sense previously evidenced; (3) the benefits that can be expected from this conservation
property in the computations and the numerical problems that it does not prevent.

Keywords: Low-Mach number, kinetic energy conservation, Mach-uniformity, pressure
correction, numerical dissipation.

AMS classification: 65N22, 76G25, 76M45, 76N15.

§1. Introduction

In the context of finite volume method, it has been proved recently in Georges et al. [1] that
central interpolations ensure the discrete kinetic energy conservation in the “incompressible
limit”, which is in fact reduced to the condition div(v) = 0 in this reference. Here, we
are aiming to extend this result in the more general case of the incompressible limit in the
asymptotic sense of this expression, that is, the limit of the compressible flow model when
the reference Mach number of the flow goes to zero. Physically, this can be interpreted as the
non-convertion of the kinetic energy into the elastic one allowing the propagation of sound
waves.

First, following Nicoud [4], a single scale continuous asymptotic analysis is employed
to precise the conditions under which the kinetic energy is conserved when the reference
Mach number of the flow goes to zero. Secondly, this conservation property is investigated at
the discretized level. Finally, few numerical experiments based on an “all-Mach” algorithm
described in Ref. [3] demonstrate that the check board decoupling problem is unfortunately
not avoided when the Mach number becomes sufficiently small before unity.



34 Mohamed Amara, Yann Moguen and Eric Schall

§2. Continuous asymptotics

We claim that the “incompressible limit” of the compressible flow model should be under-
stood rather as the model obtained when the characteristic Mach number of the flow goes to
zero in the general compressible flow model, than the divergence-free velocity flow model.
In fact this latter is only a particular case of the asymptotic model. In this section, we recall
shortly the derivation of the convective space and time scale continuous asymptotics, and few
basic properties of it (see e.g. Ref. [2] for further details).

The Euler equations are written in dimensional form as

∂t̂%̂ + ˆdiv(%̂v̂) = 0,

∂t̂(%̂v̂) + ˆdiv(%̂v̂ ⊗ v̂) + ∇̂ p̂ = 0,

∂t̂(%̂Ê) + ˆdiv(%̂v̂Ĥ) = 0,

Ê = ê + K̂,

%̂Ĥ = %̂Ê + p̂,

%̂ê =
p̂

γ − 1
,

where %̂, v̂, p̂, ê, Ê, Ĥ and γ denote the density, velocity, pressure, internal energy, total
energy, total enthalpy and the ratio of the specific heats at constant pressure and constant
volume, respectively. The kinetic energy is %̂K̂ with

K̂ =
v̂ · v̂

2
.

Let us suppose that the following reference quantities are given: length l̂r, density %̂r,
pressure p̂r and norm velocity v̂r. Then, non-dimensional quantities are defined, x = x̂/l̂r,
v = v̂/v̂r, p = p̂/p̂r, % = %̂/%̂r, t = t̂/(l̂r/v̂r), E = Ê/( p̂r/%̂r), e = ê/(p̂r/%̂r) and H = Ĥ/( p̂r/%̂r).
In the following, ∇ and div denote the gradient and the divergence operators with respect to
the non-dimensionalized spatial variable x. The non-dimensional Euler equations read:

∂t% + div(%v) = 0,

∂t(%v) + div(%v ⊗ v) +
1

M2 ∇p = 0, (1)

∂t(%E) + div(%vH) = 0, (2)

E = e + M2K, (3)
%H = %E + p, (4)

%e =
p

γ − 1
, (5)

where we set

M =
√
γ

v̂r√
γ p̂r/%̂r

, K =
v · v

2
.
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By taking the scalar product of the velocity with the momentum equation (1), one obtains the
transport equation of the kinetic energy

∂t(%K) + div(v%K) =
1

M2 (p div(v) − div(pv)). (6)

Next, let us suppose that

p(x, t,M) =

N∑
n=0

Mn p(n)(x, t) + o(MN), N = 0, 1, 2, M→ 0,

with similar expansions for % and v. Then, these expansions are substituted into the non-
dimensional Euler equations. From the momentum equation, collecting coefficients of powers
−2 and −1 in the characteristic Mach number M,

p(0) = p(0)(t), p(1) = p(1)(t). (7)

This means that, at convective space and time scale, the spatial pressure variations are taken
into account by the second-order pressure p(2), called the hydrodynamic pressure. Now, from
Eqs. (3), (5) and (7),

∂t(%E) =
1

γ − 1
dt p(0) + o(M), M→ 0. (8)

Consequently, energy equation (2) leads to

dt p(0) + γp(0) div(v(0)) = 0. (9)

On the other hand, from Eq. (6), the zeroth-order transport equation of the kinetic energy
reads, after integration over the computational domain Ω,

−

∫
∂Ω

p(2)v(0) · n = ∂t

∫
Ω

%(0)K(0) +

∫
∂Ω

%(0)K(0)v(0) · n −
∫

Ω

p(2) div(v(0)). (10)

Consequently, a sufficient condition for the kinetic energy conservation in the incompressible
limit (asymptotically) is that the zeroth-order velocity field is divergence-free. Let us notice
that, from Eqs. (8) and (9), this condition is equivalent to

dt(%E)(0) = 0 or dt p(0) = 0.

In this case the zeroth-order pressure of the flow is constant in time and space. In fact, p(0)

(called the thermodynamical pressure) is related to the adiabatic compression of the gas flow,
because it verifies:

Dt log %(0) = dt log
(
p(0))1/γ

, Dt ≡ ∂t + v(0) · ∇.

If p(0) is constant, then the power of the hydrodynamic pressure forces on the boundary of the
computational domain equals the time variation of the the zeroth-order kinetic energy, plus its
injection or evacuation by the boundary. This is the significance of the kinetic energy conser-
vation in the incompressible limit, given by Eq. (10) through the analysis of the continuous
flow model.
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§3. Semi-discrete asymptotics

Let us now consider the discretized counterpart of the continuous property of kinetic energy
conservation in the incompressible limit. We are aiming to conserve this property after ap-
plying the discretization procedure, when a first-order cell centered finite-volume method is
used. We follow the presentation of Georges et al. [1], but here we adopt an asymptotic point
of view. As in the continuous case, the convective time and space scale is considered.

Let Vh ⊂ Ω a polygonal bounded domain in Rd (d = 1, 2 or 3), which consists of cells Vi

such that
Vh =

⋃
i

Vi ;
∣∣∣Vi ∩ V j

∣∣∣ = 0, i , j.

S i j is the surface (if d = 3), the edge (if d = 2) or the point (if d = 1) between two adjacent
cells Vi and V j.

Let us first introduce the asymptotic semi-discrete continuity operator. On each cell Vi,
the semi-discrete zeroth-order mass equation reads:

|Vi| dt%
(0) +

∑
S i j

(%v)(0)
i j · ni j

∣∣∣S i j

∣∣∣ = 0,

where ni j denotes the Vi unit outer normal on S i j. Here, mass fluxes, pressures and velocities
are centrally interpolated. Thus, the asymptotic semi-discrete Continuity operator is defined
on the cell Vi by

Ci = |Vi| dt%
(0)
i +

∑
S i j

FC
i j, FC

i j =
(%v)(0)

i + (%v)(0)
j

2
· ni j

∣∣∣S i j

∣∣∣ .
Let us now consider the zeroth-order semi-discrete momentum equation, the kth component
of which reads

|Vi| dt(%
(0)
i u(0)

i ) +
∑
S i j

(%v)(0)
i j · ni ju

(0)
i j

∣∣∣S i j

∣∣∣ +
∑
S i j

p(2)
i j nk

i j

∣∣∣S i j

∣∣∣ = 0, (11)

where we note u ≡ vk for convenience. As a generalization of the two first terms of the
left-hand side of Eq. (11), we set

D(φ)i = |Vi| dt(%
(0)
i φ(0)

i ) +
∑
S i j

FD
i j(φ), FD

i j(φ) =
(%v)(0)

i + (%v)(0)
j

2
· ni j

φ(0)
i + φ(0)

j

2

∣∣∣S i j

∣∣∣ ,
where φ is a scalar field on Vh, constant on each cell Vi. It is called the Divergence operator.
Let us also introduce the Advection operator,

A(φ)i = |Vi| %
(0)
i dtφ

(0)
i +

∑
S i j

FA
i j(φ), FA

i j(φ) =
(%v)(0)

i + %v)(0)
j

2
· ni j

φ(0)
j − φ

(0)
i

2
|S i j|,

and the Skew-symmetric operator,

S(φ)i =
1
2

(D(φ)i + A(φ)i) .
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A simple calculus leads to

S(φ)i =
|Vi|

2

(
dt(%

(0)
i φ(0)

i ) + %(0)
i dtφ

(0)
i

)
+

∑
S i j

FS
i j(φ), FS

i j(φ) =
(%v)(0)

i + (%v)(0)
j

2
· ni j

φ(0)
j

2

∣∣∣S i j

∣∣∣ .
Moreover, as

D(φ)i = S(φ)i +
φ(0)

i

2
Ci,

Eq. (11) yields ∑
i

u(0)
i S(u(0))i +

u(0)
i

2
Ci + u(0)

i

∑
S i j

F p
i j

 = 0, (12)

where

F p
i j =

p(2)
i + p(2)

j

2
nk

i j

∣∣∣S i j

∣∣∣ .
It is worthwhile to notice that

φ(0)
i S(φ)i = |Vi| dt

%(0)
i (φ(0)

i )2

2

 +
∑
S i j

FKS
i j (φ),

where

FKS
i j (φ) =

(%v)(0)
i + (%v)(0)

j

2
· ni j

φ(0)
i φ(0)

j

2

∣∣∣S i j

∣∣∣ .
Thus, Eq. (12) becomes

∑
i

|Vi| dt

%(0)
i (u(0)

i )2

2

 +
∑
S i j

FKS
i j (u) +

u(0)
i

2
Ci + u(0)

i

∑
S i j

F p
i j

 = 0. (13)

Focusing on the last terms in the brackets, let us mention that

u(0)
i

∑
S i j

F p
i j =

∑
S i j

FKp
i j (u) − p(2)

i

∑
S i j

u(0)
i + u(0)

j

2
nk

i j |S i j| + p(2)
i u(0)

i

∑
S i j

nk
i j |S i j|, (14)

where

FKp
i j (u) =

u(0)
i p(2)

j + u(0)
j p(2)

i

2
nk

i j

∣∣∣S i j

∣∣∣ .
As FKp

ji (u) = −FKp
i j (u), Eq. (13) leads to

∑
i

|Vi| dt

%(0)
i ‖v

(0)
i ‖

2

2

 − p(2)
i

∑
S i j

v(0)
i + v(0)

j

2
· ni j

∣∣∣S i j

∣∣∣ = 0, (15)

where ‖ · ‖ denotes the euclidean norm in Rd. Finally, one obtains the following result:
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Theorem 1. Consider the Euler equations discretized using a first-order cell-centered finite-
volume method. Let us assume that the thermodynamical pressure p(0) is constant in time, or
equivalently, the divergence of the zeroth-order velocity is zero at any time. Then, the discrete
kinetic energy is conserved on the whole computational domain when the Mach number goes
to zero, provided that:

1. convective terms are spatially discretized in skew-symmetric form,

2. mass fluxes, velocities and pressures are centrally interpolated at the cell interfaces.

One observes that Eq. (15) is in accordance with the original continuous form (10) of
the kinetic energy conservation equation in the incompressible limit. The numerical benefits
that can be expected from this property are carried out by the non-growth of the sum of the
square of the velocities. This contributes to ensure the stability of the time scheme without
any explicit numerical dissipation to introduce.

Unfortunately, a glance at Fig. 1 suffices to realize that check board decoupling is carried
on by central discretizations as the Mach number goes to zero. For this computation, an
algorithm suggested by Nerinckx et al. [3] is used. In predictor/corrector form, it is based on
the energy equation at the correction step, and enables one the proper handling of the pressure
field. This one plays a specific role in the progressive decoupling between the flow equations
when the Mach number goes to zero (see e.g. [2]).

A one-dimensional inviscid steady flow of perfect gas is considered in a nozzle with a
variable section. The throat Mach number is about 10−6. In Fig. 1, the asymmetry in the
check board distribution along the nozzle is due to the boundary conditions. The flow is
oriented from the left to the right. At the inlet, density and velocity are prescribed and the
pressure gradient is zero. At the outlet, the pressure is prescribed, while velocity and density
are allowing to float.

Semi-discrete asymptotic analysis enables one to explain the origin of the pressure nu-
merical oscillations. Returning to the momentum equation, one has at orders −2 (l = 0) and
−1 (l = 1): ∑

S i j

p(l)
i + p(l)

i

2
nk

i j

∣∣∣S i j

∣∣∣ = 0, l = 0, 1.

In fact, at convective time and space scale, p(1) disappears from the flow model in the in-
compressible limit (see e.g. [2]). Since at this scale the check board effect is due only to
the hydrodynamic pressure p(2), it can be removed by the addition of an explicit numerical
dissipation in the following form:

(%v)i j =
(%v)i + (%v) j

2
+ αi j(M) (pi − p j), αi j(M) = O(1/M2), M→ 0. (16)

The efficiency of this technique can be viewed in Fig. 2. Let us emphasize that, in this figure,
a steady flow with constant boundary conditions is considered. In contrast, for example
when acoustic pressure fluctuations are imposed at the outlet of the nozzle, the non-physical
coupling between pressure and velocity influences the kinetic energy. This is due to the fact
that p(1), which is identified as the acoustic pressure in the flow, is taken into account when
the numerical dissipation (16) is applied.
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Figure 1: Pressure distribution (Pa) along the nozzle. Throat Mach number: 10−6. Central
discretization without numerical dissipation.
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Figure 2: Pressure distribution (Pa) along the nozzle. Throat Mach number: 10−6. Central
discretizations with numerical dissipation.
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§4. Conclusion

Kinetic energy conservation property in the incompressible limit was investigated at the con-
tinuous and discrete levels, through asymptotic analysis in convective time and space scale.
Central interpolation of the pressures, mass fluxes and velocities allows one to conserve the
continuous asymptotic property after applying the discretization procedure, provided that the
skew-symmetric form is adopted for the convective terms. Unfortunately, check board effect
is carried on by central interpolations. In the case of steady flows computations, a numerical
dissipation enables one to avoid it.
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NUMERICAL MODELLING
OF POLLUTANT TRANSPORT

A. Balaguer, E. D. Fernández-Nieto, B. Latorre and V. Martínez
Abstract. In this work we study an artificial compression technique to treat discontinu-
ities associated to linearly degenerated fields, with application to pollutant transport. The
basic idea is to introduce a new flux in order to solve a new equation where the contact
discontinuity is now a shock, travelling to the same velocity. We propose a flux-limiter
method that combines the artificial compression technique and two second order meth-
ods. This method allows to apply the artificial compression technique in all the domain,
without detecting the discontinuity jumps. We present a 2D test where the improvement
of the presented technique can be observed.

Keywords: Artificial compression, pollutant transport, flux-limiters methods.
AMS classification: 65M05, 65M10.

§1. Introduction

A scalar conservation law, under certain regularity hypotheses, reduces to the partial differ-
ential equation  u(x, t)t + f (u(x, t))x = 0, (x, t) ∈ R × R+,

u(x, 0) = u0(x), x ∈ R,
(1)

where u : R × R+ → R is the conserved variable and f : R→ R is the flux function.
The pollutant transport is associated to linearly degenerated fields. If a is the velocity of

the fluid, the pollutant concentration is the solution of the an advection equation

ut + aux = 0. (2)

In the case that a is contant, the profile of the pollutant concentration can present contact
discontinuities. The problem of the pressence of contact discontinuities is that they have a
numerical diffusion more marked that shocks present in equations with non linear flux.

Harten presents a technique to treat this type of discontinuities in the pioneering work
[3], dated in 1977 and in which some modifications of standard finite differences methods are
discussed. Latter in 1989, Harten [4] again introduced the novel concept of subcell resolution.

Recently, the artificial compression method has been employed to improve the numerical
solution of a great number of problems by using a great variety of techniques. For example,
Yang [2], Lie and Noelle [5]. A brief description of the state of the art of this subject can be
found in [1].

When the initial data of the problem has two constant states

u0(x) =

u−, x < xd,

u+, x > xd.
. (3)
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Martínez and Fernández-Nieto (see [6] and [1]) propose a procedure of artificial compression
based on a modification of the flux to obtain a better numerical approach in the jumps of the
solution. The idea is to detect the jump and to replace in this zone the linear flux in equation
(2) by a nonlinear flux, so that the analytical solution in the original equation is conserved
[6].

The objective of this work is to apply this technique to a second order scheme and to
avoid the step of detection of discontinuity jumps. In Section 2 we propose a flux-limiter
method based in the use of the compression technique and the combination of two second
order methods. This method allows us to avoid the step of detection of discontinuity jumps
and to improve the results of the second order methods. Finally, in Section 3 we present two
numerical tests.

§2. Flux-limiter upwind method with artificial compression

In this section we first present a flux-limiter method that combines the first order upwind
method with a second order one. For the second order method we present two possibili-
ties: the classical Lax-Wendroff scheme (LW in what follows) and the second order upwind
scheme (UP2 in what follows). After, we propose another scheme that uses a random combi-
nation of these two second order methods.

Numerical schemes using flux limiters can be defined by

ūn+1
j = ūn

j −
∆t
∆x

(φn
j+1/2 − φ

n
j−1/2), (4)

where
φn

j+1/2 = φ1st
j+1/2 + ϕ(r2nd

j+1/2)(φ2nd
j+1/2 − φ

1st
j+1/2). (5)

By φ1st
j+1/2 and φ2nd

j+1/2 we denote the numerical flux functions of first and second order re-
spectively at time t = tn. By ϕ(r2nd) we denote a flux limiter function, which is defined in
function of a non-dimensional quantity: r2nd. The definition of r2nd depends on the choice of
the second order method. For the first order method we consider the upwind scheme:

φ1st
j+1/2 =

f (u j) + f (u j+1)
2

−
1
2
|a j+1/2| (u j+1 − u j), (6)

where a = ∂u f . And the compressed first order method reads

φ
1st,comp
j+1/2 =

f̃ (u j) + f̃ (u j+1)
2

−
1
2

∣∣∣∂u f̃ j+1/2
∣∣∣ (u j+1 − u j), (7)

where f̃ (u) is defined by using an artificial compresion technique as follows. Following [1]
we consider the flux

f̃ (u) = au + g(u), (8)

where
g(u) = ρ(u − u−)(u − u+), (9)
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where ρ is a parameter, which is chosen to assure the dynamical consistency of the jump (see
[6] and [1]). It must verify:

ρ > 0, if u− > u+ and ρ < 0, if u− < u+. (10)

In [6] it is proved that, if we consider a numerical scheme stable under a CFL condition λ0
and if

|ρ| ≤
λ0 − |a| ∆t

∆x
∆t
∆x |u− − u+|

, (11)

then the numerical scheme is also stable for the modified flux under the same CFL condition.
For the numerical schemes that we consider in this work we have λ0 = 1.

By ∂u f̃ j+1/2 we denote the Roe average, that verifies

f̃ (u j+1) − f̃ (u j) = (∂u f̃ j+1/2)(u j+1 − u j). (12)

As we mentioned previously, we consider two different possibilities for the second order
method:

• Lax-Wendroff (LW):

φLW
j+1/2 =

f (u j) + f (u j+1)
2

−
1
2

∆t
∆x

a j+1/2
(
f (u j+1) − f (u j)

)
. (13)

For Lax-Wendroff method r2nd = rLW is defined by

rLW =

(u j − u j−1)/(u j+1 − u j), if a j+1/2 > 0,
(u j+1 − u j)/(u j − u j+1), if a j+1/2 < 0.

(14)

• Upwind second order (UP2):

φUP2
j+1/2 =

1
2

(
f (u j) + f (u j+1) −

∣∣∣a j+1/2
∣∣∣ (u j+1 − u j)

+ (1 − λa+
j−1/2)

1 + sgn(a j−1/2)
2

(
f (u j) − f (u j−1)

)
− (1 + λa−j+3/2)

1 − sgn(a j+3/2)
2

(
f (u j+2) − f (u j+1)

))
,

where a± = (a ± |a|)/2. In this case r2nd = rUP2 is defined by

rUP2 =

(u j − u j+1)/(u j−1 − u j), if a j+1/2 > 0,
(u j+1 − u j)/(u j+2 − u j+1) if a j+1/2 < 0.

(15)

Finally, we present another numerical scheme based in a combination of previous one
and the compression technique. The objective is to propose a new numerical scheme that
improves previous second order methods, by using the artificial compression proposed tech-
nique, and to omit the detection of the discontinuity jump, that is, to apply the compression
in all the domain without a conditionally jump detection.



44 A. Balaguer, E. D. Fernández-Nieto, B. Latorre and V. Martínez

The numerical flux function is

φ j+1/2 = φ
1st,comp
j+1/2 + ϕ(r2nd

j+1/2)(φ2nd
j+1/2 − φ

1st,comp
j+1/2 ). (16)

By φ1st,comp
j+1/2 we denote the numerical flux function of the first order upwind method applying

the artificial compression technique (7). By φ2nd
j+1/2 we denote a second order method, for

example LW or UP2. And by ϕ(r) a flux-limiter function. For the numerical tests we have
considered the minmod flux-limiter function.

Observe that the purpose to use flux-limiters functions is to combine two methods by
applying the first order one near discontinuities and the second order one outside discontinu-
ities. So, by applying the compression technique for the first order method only, we can omit
the detection of discontinuity jumps.

Another improvement is the choice of the second order method. Instead of consider LW
or UP2, we propose a combination of them. One possibility is to define φ2nd

j+1/2 as the mean
average of LW and UP2. But in this case we must compute both fluxes. Another possibility
is to choice in each intercell j + 1/2, one of them, for example we can use a random function
to select of them. We have compared both possibilities for tests 4 and 5 and the final results
are nearly the same. Then we only show the results corresponding to the cheaper possibility,
the random choice.

The motivation to use a combination of LW and UP2 methods is illustrated in tests 1 and
2. We can observe that the results obtained by using the flux-limiter version with the LW and
the UP2 method present a symmetrical and opposite behavior near discontinuities (see for
example Figures 1(b) and 1(c)).

The artificial compression technique presented in the paper can be easily extended to 2D
domains (see [1]). Basically, the finite volume method for 2D equations is based into apply a
1D flux at each edge of the 2D control volume. In test 2, we consider the same proposed com-
bination using flux function (16), by combining the compressed first order upwind method,
the 2D LW method and the 2D UP2 method.

§3. Numerical tests

3.1. Test 1: four profiles

We consider the following problem:

ut + ux = 0, −1 ≤ x ≤ 1,

u0(x) =



e(ln 2) (x+0.7)2/0.0009, −0.8 ≤ x ≤ −0.6,

1, −0.4 ≤ x ≤ −0.2,

1 − |10x − 1| , 0 ≤ x ≤ 0.2,√
1 − 100(x − 0.5)2, 0.4 ≤ x ≤ 0.6,

0, otherwise.

(17)
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(a) First order, LW, upwind second order (b) LW and compressed LW

(c) Upwind second order and compressed
upwind second order

(d) LW and compressed random choice

Figure 1: Test 1, comparison of first order, compressed Lax-Wendoff, compressed upwind
second order and compressed random choice method.

We consider NX = 200 points in [−1, 1] and periodic boundary conditions. The final
time is t = 20, and by the CFL condition we set (∆t/∆x) = 0.5. In Figure 1 we compare
the results obtained with the first order upwind method (Figure 1(a)), the second order flux-
limiter version with LW scheme (Figure 1(b)), the UP2 version (Figure 1(c)) and the proposed
scheme (16), by using a random combination of LW and UP2 (Figure 1(d)). We observe that
the less diffusive method is the proposed compressed random choice method. It improves the
results for all the profiles.

3.2. Test 2: 2D test
In this subsection we consider a 2D problem, where the domain is [0, 1]×[0, 1]. We discretize
the domain in quadrangular cells, with NX = NY = 200. We consider the following problem:

ut + a(x, y) ux + b(x, y) uy = 0, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1,

u0(x, y) =

1, if (x, y) ∈ Ω1,

0, otherwise,

(18)

where Ω1 is defined by the points (x, y) of the circle of ratio r = 0.2 and center (0.5, 0.75),
which are external to the rectangle [0.475, 0.525] × [0.65, 1].
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(a) Upwind (b) Lax-Wendroff

(c) Upwind second order (d) Random choice

Figure 2: Test 2, t=4. (a) Upwind, (b) Flux limiter method with Lax-Wendroff, (c) Flux
limiter method with Upwding second order (d) Random choice.

The velocity field is defined by a circular champ centered in (0.5, 0.5):

a(x, y) = −2π (y − 0.5), b(x, y) = 2π (x − 0.5). (19)

Then, the test consist in a profile that is transported circularly around the center of the domain,
(0.5, 0.5). The time necessary to give a compleat turn is a period T = 1. By the CFL condition
we set (∆t/∆x) =

√
2/(4π).

In Figure 2 we present the level curves corresponding to the calculated profile at t = 4T .
Figure 2(a) corresponds to the numerical result with the first order upwind method. Figure
2(b) corresponds to the LW with flux limiter scheme. Figure 2(c) corresponds to the UP2
method. And Figure 2(d) corresponds to the proposed scheme (16) in 2D. We observe that
the proposed scheme present less diffusion in the four times presented.

Acknowledgements

The work of A. Balaguer has been supported by the Spanish Ministry of Education and
Science and the FEDER in the framework of the projects CTM2006-11767 and CLG2006-



Numerical modelling of pollutant transport 47

11242-C03/BTE. Fernández-Nieto has been partially supported by the Spanish Government
Research project MTM2006-01275. B. Latorre has been partially supported by the Spanish
Ministry of Science and Education under research project CGL2005-07059-C02-02.

References
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STABILITY ANALYSIS OF THE INTERIOR
PENALTY DISCONTINUOUS GALERKIN

METHOD FOR SOLVING THE WAVE
EQUATION COUPLED WITH HIGH-ORDER

ABSORBING BOUNDARY CONDITIONS
Hélène Barucq, Julien Diaz and Véronique Duprat

Abstract. In this paper, we study high-order absorbing boundary conditions (ABCs) for
the acoustic wave equation the Higdon’s one, which only take into account the prop-
agative waves and Hagstrom-Warburton’s one, which considers both the evanescent and
proagative ones. We discretize the problem by a Discontinuous Galerkin (DG) method.
Numerical results illustrate the instability of the method in particular cases.

Keywords: Absorbing boundary conditions, discontinuous Galerkin method, acoustic
wave equation.
AMS classification: 65M12,65M60,35L05,35L20.

§1. Introduction

The numerical simulation of wave propagation generally involves boundary conditions which
both represent the behavior at infinity and provide a mathematical tool to define a bounded
computational domain in which a finite element method (FEM) can be applied. Most of
these conditions are derived from the approximation of the Dirichlet-to-Neumann operator
and when they both preserve the sparsity of the finite element matrix and enforce dissipation
into the system, they are called absorbing boundary conditions. Most of the approximation
procedures are justified into the hyperbolic region which implies that only the propagative
waves are absorbed. If the exterior boundary is localized far enough from the source field,
the approximation is accurate and the absorbing boundary condition is efficient. However,
the objective is to use a computational domain whose size is optimized since the solution of
wave problems requires to invert matrices whose order is very large and is proportional to
the distance between the source field and the exterior boundary. Hence, it is a big deal to
derive absorbing boundary conditions which are efficient when the exterior boundary is close
to the source field and it is necessary to construct conditions which are efficient not only for
propagative waves but both for evanescent and glancing waves. Recently, a new condition
has been derived from an approximation of the Dirichlet-to-Neumann operator which is valid
both for propagative and evanescent waves and extends the condition which was formerly
proposed by Higdon [8]. By using a classical finite element scheme, Hagstrom et al. [7] have
shown the improvements induced by the new condition. In this work, we intend to investigate
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whether the new condition can be introduced into a Interior Penalty Discontinuous Galerkin
method [4] which is more accurate to reproduce the propagation of waves into heterogeneous
media than standard FEMs. To analyze the impact of the new condition on the accuracy of
the numerical solution, we also consider the Higdon condition and we compare the efficiency
of the two conditions.

§2. Statement of the problem

In this section, we consider a model problem for the time-dependent wave equation in a two-
dimensional domain Ω with a general ABC and we focus on the description of the Interior
Penalty Discontinuous Galerkin (IPDG) method ([4]). We have:

(S)


∂2

t u − div
(
c2∇u

)
= f , in (0,T ) ×Ω,

u(0, x) = 0 ; ∂tu(0, x) = 0, in Ω,

∂nu = 0, on ΓN ,

∂nu = B(∂t,∇Γ)u, on Γabs,

where f is the source function, c the velocity of the wave, u the unknown field, T the fi-
nal time, n the unit outward normal vector, ΓN and Γabs respectively the boundary with the
Neumann condition and the ABC which is represented by the operator B. The operator B
is differential, for instance, it reads 1

c∂t which corresponds to the simplest ABC. We refer to
[1], where the well-posedness of problem (S) has been established for f ∈ L2(0,T ; L2(Ω))
by applying the semi-group theory. More precisely, if U = {u ∈ H1(Ω), ∂nu ∈ L2(Γabs)},
u ∈ C0(0,T ;U) ∩C1(0,T ; L2(Ω)).

We consider a partition Th of Ω composed of triangles K, we denote by Ωh the set of
triangles, by Σabs the set of the edges on the absorbing boundary, by ΣN the set of the edges on
the Neumann boundary and by Σi the set of the edges in the domain such that Σi∩(ΣN∪Σabs) =

∅. For each Σ ∈ Σi, we have to distinguish the two triangles that share Σ: we note them
arbitrarily K+ and K− . We introduce useful notations to define the jump and the average over
edges:

[[v]] := v+ν+ + v−ν− and {{v}} :=
v+ + v−

2
,

where v+ and v− respectively refers to the restriction of v in K+ and K− and ν± stands for the
unit outward normal vector to K±.

It is well-known the IPDG formulation of (S) reads as ([4]):
Find u ∈ U such that ∀v ∈ H1,∑

K

∫
K
∂2

t uv + a(u, v) −
∑

Σ∈Σabs

∫
Σ

c2∂nuv =
∑

K

∫
K

f v,

with

a(u, v) =
∑

K

∫
K

c2∇u∇v −
∑
Σ∈Σi

∫
Σ

(
{{v}}[[c∇u]] + {{u}}[[c∇v]] + α[[u]][[v]]

)
.
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We seek an approximation of the solution in the finite element space Vk
h defined as follows:

Vk
h =

{
v ∈ L2(Ω); v|K ∈ Pk,∀K

}
, k ∈ N

where Pk is the set of polynomials of degree at most k on K.

§3. The Higdon’s Condition

Here, we are going to study ABCs derived from a transparent boundary condition which only
take the propagative waves into account. We will also discuss the implementation of those
high-order conditions in the IPDG scheme.

We recall the Higdon’s condition of order p, (p ∈ N) (cf. [8]):
P∏

j=1

(cos a j ∂t + c ∂n) u = 0, on Γabs. (1)

Remark 1. The Engquist-Majda’s condition (cf. [2]), which was one of the first ABCs to be
designed, is a particular case of the Higdon one. Indeed, it is obtained by choosing all a j

equal to zero in (1).
To implement this condition in a numerical scheme, we define auxiliary functions u j, for

1 ≤ j ≤ P on the absorbing boundary (cf. [3]):
(cos a1∂t + c∂n)u = ∂tu1,

(cos a j∂t + c∂n)u j−1 = (cos a j∂t − c∂n)u j, j = 2, . . . , P,
u j(0, .) = 0, j = 1, . . . , P.

By this way, we avoid to use high-order differential operators into the variational formulation.
Indeed, it has been shown in [6] that

P∏
j=1

(cos a j ∂t + c ∂n) u = 0 ⇐⇒ uP = 0

and
(∂2

t − ∆)u j = 0, ∀ j = 1, . . . , P.

Then, thanks to these two properties, we can rewrite the problem including now P differential
equations on the boundary which can be easily included and we obtain the following system:

∂2
t u − c24u = f , in Ω,

∂nu = 0, on ΓN ,

(cos a1∂t + c∂n) = ∂tu1, on Γabs,

2 cos a2(1 − cos2 a1)∂2
t u + l1,1∂2

t u1 + (1 − cos2 a2)∂2
t u2

= c2(2 cos a2∂
2
τu + ∂2

τu1 + ∂2
τu2), on Γabs,

l j, j−1∂
2
t u j−1 + l j, j∂

2
t u j + l j, j+1∂

2
t u j+1

= c2(m j, j−1∂
2
τu j−1 + m j, j∂

2
τu j + m j, j+1∂

2
τu j+1), for j = 2, . . . , P − 1, on Γabs,

uP = 0, on Γabs,
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where τ is the tangential component such that (n, τ) is a direct basis and
l1,1 = 1 + 2 cos a2 cos a1 + cos2 a2,

l j, j−1 = cos a j+1(1 − cos2 a j),

l j, j = cos a j+1(1 + cos2 a j) + cos a j(1 + cos2 a j+1),

l j, j+1 = cos a j(1 − cos2 a j+1),

and 
m j, j−1 = cos a j+1,

m j, j = cos a j+1 + cos a j,

m j, j+1 = cos a j.

Now, let us introduce the approximation space to discretize the ABC. Let Wk
h be defined

as
Wk

h =
{
w ∈ L2(Γabs); w|Σ ∈ Pk(Σ),∀Σ ∈ Σabs

}
.

The equations on Γabs are discretized by a 1D IPDG approximation and we define similar
notations to the 2D case. Nabs is the set of the vertices of the edges of Σabs; for each point p in
Nabs, we arbitrarily denote by Σ+ and Σ− the two edges sharing p, and by ν± the unit tangent
vector to Σ± in p. The definition of the jumps and the averages are the same as in Section 2.

For a given j, consider the equation

l j, j−1∂
2
t u j−1 + l j, j∂

2
t u j + l j, j+1∂

2
t u j+1 = c2(m j, j−1∂

2
τu j−1 + m j, j∂

2
τu j + m j, j+1∂

2
τu j+1),

whose variational formulation reads as

∀w ∈ H1(Γabs),
∑

Σ∈Σabs

∫
Σ

(
l j, j−1∂

2
t u j−1 + l j, j∂

2
t u j + l j, j+1∂

2
t u j+1

)
w

= −m j, j−1a j, j−1(u j−1, w) − m j, ja j, j(u j, w) − m j, j+1a j, j+1(u j+1, w),

where

ai, j(u, w) =
∑

Σ∈Σabs

∫
Σ

c2∂τu∂τw −
∑

z∈Nabs

(
{{w}}[[u]] + {{u}}[[w]] − αi, j[[u]][[w]]

)
and αi, j is the penalization term depending on cos ai and cos a j.

We obtain then,

M
d2U
dt2 + C

dU
dt

+ KU = F + G
dU1

dt
, in Ω,

B1
d2U
dt2 + l1,1B2

d2U1

dt2 + (1 − cos2 a2)B2
d2U2

dt2 + EU + DU1 + DU2 = 0, on Γabs,

l j, j−1B2
d2U j−1

dt2 + l j, jB2
d2U j

dt2 + l j, j+1B2
d2U j+1

dt2

+ m j, j−1DU j−1 + m j, jDU j + m j, j+1DU j+1 = 0, for j = 2, . . . , P − 1, on Γabs,

UP = 0, on Γabs,
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where U is the solution vector, U j the auxiliary functions, M the mass matrix, K the stiffness
matrix, F the source vector and all the other matrices come from the ABC.

To simplify, we rewrite this system. We have:

R
d2X
dt2 + S

dX
dt

+ T X =


F
0
...
0

 ,
where X is the vector of all the unknowns (U and U j).

Next, we apply a time-discretization using a second-order finite difference scheme:

(
R +

∆t
2

S
)

Xn+1 = ∆t2


F(n∆t, .)

0
...
0

 − ∆t2T Xn + 2RXn − RXn−1 +
∆t
2

S Xn−1,

with Xn = X(n∆t) and ∆t is the time step. Note that, since M, B1, B2, C and G are block-
diagonal matrices,

(
R + ∆t

2 S
)

is easily invertible.

§4. The Hagstrom-Warburton’s condition

In this section, we study a new condition proposed by T. Hagstrom and T. Warburton [7]
which takes into account not only propagative waves but also evanescent waves. More accu-
racy is then expected.

The Hagstrom-Warburton’s ABC (H-W ABC) of order P + Q, (P,Q ∈ N) is given by Q∏
j=1

(σ j + ∂n)


 P∏

j=1

(cos a j ∂t + c∂n)

 u = 0. (2)

For the same reasons as for the Higdon’s ABC, we introduce auxiliary functions defined
on the absorbing boundary:

(cos a1∂t + c∂n)u = cos a1∂tu1,

(cos a j∂t + c∂n)u j−1 = (cos a j∂t − c∂n)u j, for 2 ≤ j ≤ P,

(σ j + ∂n)uP+ j−1 = (σ j − ∂n)uP+ j, for 1 ≤ j ≤ Q,

u j((x, y), 0) = 0, for 1 ≤ j ≤ P + Q.

As for the Higdon’s ABC, we have (cf. [6]): Q∏
j=1

(σ j + ∂n)


 P∏

j=1

(cos a j ∂t + c∂n)

 u = 0 ⇐⇒ uP+Q = 0

and
∀ j ∈ 1, . . . , P + Q, (∂2

t − ∆)u j = 0.
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Hence, the system can be rewritten in a more convenient way (cf. [5]). The approach is
the same as before except when j is equal to P. For j < P or j > P, we get:

2 cos a2(1 − cos2 a1)∂2
t u + l1,1 cos a1∂

2
t u1 + cos a1(1 − cos2 a2)∂2

t u2

= 2c2 cos a2∂
2
τu + c2(cos a1∂

2
τu1 + cos a1∂

2
τu2), on Γabs,

l j, j−1∂
2
t u j−1 + l j, j∂

2
t u j + l j, j+1∂

2
t u j+1

= c2(m j, j−1∂
2
τu j−1 + m j, j∂

2
τu j + m j, j+1∂

2
τu j+1), for j = 2, . . . , P − 1, on Γabs,

l̄ j, j−1∂
2
t uP+ j−1 + l̄ j, j∂

2
t uP+ j + l̄ j, j+1∂

2
t uP+ j+1

= c2(m̄ j, j−1∂
2
τuP+ j−1 + m̄ j, j∂

2
τuP+ j + m̄ j, j+1∂

2
τuP+ j+1)

+ c2(s̄ j, j−1uP+ j−1 + s̄ j, juP+ j + s̄ j, j+1uP+ j+1), for j = 2, . . . , P − 1, on Γabs,

where l,m are the coefficients defined in Section 3 and l̄, m̄ and s̄ are given by:

l̄ j, j−1 = m̄ j, j−1 =
1
σ j
,

l̄ j, j = m̄ j, j =
1
σ j

+
1

σ j+1
,

l̄ j, j+1 = m̄ j, j+1 =
1

σ j+1
,

and


s̄ j, j−1 = σ j,

s̄ j, j = −(σ j + σ j+1),
s̄ j, j+1 = σ j+1.

When j = P, we have to introduce a seam function ψ which makes the link between the
two kinds of auxiliary functions: those defined for the propagative waves (using cos) and
those for the evanescent ones (using σ). Hence, we get two equations for j = P which are: (1 − cos2 aP)∂2

t uP−1 + (cos2 aP + 1)∂2
t uP + cos2 aP∂

2
t ψ = c2(∂2

τuP−1 + ∂2
τuP), on Γabs,

∂2
t uP + ∂2

t uP+1 − cos aPσ1c∂tψ = σ2
1c2(uP + uP+1) + c2(∂2

τuP + ∂2
τuP+1), on Γabs.

For the space-discretization, we use a similar method to the one described in Section 3 and
we finally get:

(
R2 +

∆t
2

S 2

)
Xn+1 = ∆t2


F(n∆t, .)

0
...
0

 − ∆t2T2Xn + 2R2Xn − R2Xn−1 +
∆t
2

S 2Xn−1,

where X is the vector of all the unknowns: u, u j and ψ.

§5. Numerical results

We have considered the square [−2; 2] × [−2; 2] and the following Ricker-type source:

f (x, y, t) = δ(x − x0, y − y0)2λ(2λ(t − t0)2 − 1)e−λ(t−t0)2
,
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(xr, yr) Higdon H-W
a1 = 0 a1 = π

6 a1 = a2 = 0 a1 = 0, a2 = π
6 a1 = a2 = 0

σ1 = 10
(0,−1.8) 1.98 9.14 0.54 0.54 0.54

(0.7,−1.8) 7.3 4.06 0.61 0.60 0.60
(1.8, 1.8) 18.0 12.0 1.02 0.82 0.90

Table 1: Relative L2 error for Higdon’s and H-W conditions

where λ = (5π)2, t0 = 0.2, (x0, y0) = (0,−1) and δ denotes the Dirac distribution. The
penalization coefficient in the domain is α = 8. We have computed the solution Uapp near
the absorbing boundary at three different points (xr, yr) equal to (0,−1.8), (0.7,−1.8) and
(1.3,−1.8) for different values of the coefficients a j and σ j and we have compared it to the
exact solution U (i.e. the solution of the wave equation in R2). On Tab.1, we represent the
relative L2([0,T ]) error, err =

‖Uapp−U‖L2([0,T ])

‖U‖L2([0,T ])
∗ 100 for four Higdon’s conditions (a1 = 0,

a1 = π/6, a1 = 0 and a2 = 0,a1 = 0 and a2 = π/6) and one H-W condition (a1 = a2 = 0 and
σ = 10).

For the first two tests, we have no auxiliary functions since we consider first-order condi-
tions. For the three other tests we have imposed the same penalization coefficient α j = 16 for
all the auxiliary equations on Γ. We remark that, as expected, the second-order Higdon’s con-
dition performs better than the first-order one. However, the third-order H-W condition does
not improve the error as compared to the second-order Higdon’s condition. This is due to
the discretization method, since the accuracy of the ABC can be improved by decreasing the
penalization coefficient but if this coefficient is too small the scheme becomes unstable. We
have observed the same problem with thethird-order Higdon’s condition and for higher-order
conditions too. Moreover, for some particular coefficients, for instance a1 = 0, a2 = π/6
and a3 = π/4, the scheme is unconditionnaly unstable (i.e. there is no penalization param-
eters that stabilize the scheme). In Fig. 1, we have represented the solution Uapp for these
coefficients at point (0,−1.8).

Therefore, the method of auxiliary functions proposed in [3] to implement Higdon’s and
H-W conditions is not adapted to an IPDG approximation and we are now considering other
type of ABC compatible with the IPDG method. In the same time, we are looking for an
enriched IPDG scheme which is able to use the ABCs we consider in this work.

.
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NONCONFORMING FINITE ELEMENT
DISCRETIZATION FOR THE NUMERICAL

SIMULATION OF POLYMER FLOWS
Roland Becker, Daniela Capatina, Didier Graebling

and Julie Joie
Abstract. We present our first numerical results for the simulation of the Giesekus model,
obtained by combining a P1 × P0 nonconforming finite element approximation for the
velocity and the pressure with a P0 discontinuous Galerkin method for the stress tensor.
For this purpose, we first consider a three-fields formulation of the Stokes equations and
analyze its Pk × Pk−1 × Pk−1 nonconforming approximation.

Keywords: Polymer liquid, Giesekus model, mixed formulation, nonconforming method.
AMS classification: 35Q30, 76A05, 65N30, 65N12.

§1. Introduction

Polymeric liquids are, from a rheological point of view, viscoelastic non- Newtonian fluids.
Their non-Newtonian behavior can be observed in a variety of physical phenomena which are
unseen with Newtonian liquids and which cannot be predicted by the Navier-Stokes equa-
tions. The rheological behavior of polymers is so complex that many different constitutive
equations have been proposed in the literature in order to describe these phenomena (see for
example [9]). We choose here to study the nonlinear differential model of Giesekus intro-
duced in [5], which presents two main advantages. First, it yields a realistic behavior for
shear flows, elongational flows and mixed flows. Second, only two material parameters are
needed to describe the model: the viscosity η and the relaxation time λ.

In this paper, we employ for the discretization of the Giesekus model P1 × P0 noncon-
forming finite elements for the velocity and the pressure and P0 discontinuous elements for
the stress tensor. We begin by considering a three-fields formulation of the Stokes problem
and its Pk × Pk−1 × Pk−1 nonconforming approximation for k = 1, 2, 3. A brief mathemati-
cal analysis of the discrete problem is presented before considering the nonlinear Giesekus
model and its numerical approximation. Finally we present our first numerical results.

In what follows, we agree to write the vectors in bold letters and the tensors in underlined
letters, τ = (τi j)1≤i, j≤2 ; the product of two tensors will be denoted by τ : σ =

∑2
i, j=1 τi jσi j.

The letter c denotes a positive constant independent of the discretization.

§2. The Stokes problem

We first consider the Stokes equations, which describe the steady flow of an incompressible,
Newtonian fluid at low Reynolds numbers. The governing equations are the momentum and
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the mass conservation laws and the constitutive equation of a Newtonian fluid. In order to
compute non-Newtonian liquids (which is our further goal), one has to consider formulations
with at least three unknows, since the stress tensor cannot be eliminated from the correspond-
ing constitutive equation. Therefore, we write the Stokes equations as follows:

− div τ + ∇p = f in Ω, (1)
∇ · u = 0 in Ω, (2)

τ = 2ηD(u) in Ω, (3)

where τ denotes the viscous stress tensor, p the pressure, η the fluid’s viscosity and D(u) =
1
2
(
∇u + (∇u)t) the rate of strain tensor, with u the velocity. In view of the numerical approx-

imation, we take Ω a polygonal domain of R2. We take the data f ∈ L2(Ω). For the sake of
simplicity, we only consider here homogeneous Dirichlet boundary conditions.

2.1. Two equivalent variational formulations

Let (Th)h>0 be a family of triangulations of Ω consisting of triangles: Ω =
⋃

T∈Th
T. Then the

three-fields formulation of the Stokes problem can be written as follows:
(u, p, τ) ∈ H1

0(Ω) × L2
0(Ω) × X

b(p, u) + c0(τ, u) = l(u) ∀u ∈ H1
0(Ω)

b(q,u) = 0 ∀q ∈ L2
0(Ω)

c0(σ,u) − d0(σ, τ) = 0 ∀σ ∈ X,

(4)

where

c0(τ, u) =
∑
T∈Th

∫
T
τ : D(u)dx, d0(σ, τ) =

1
2η

∫
Ω

σ : τdx,

b(p, u) = −
∑
T∈Th

∫
T

p∇ · udx, l(u) =

∫
Ω

f · udx,

and where
X =

{
τ = (τi j)1≤i, j≤2; τi j = τ ji, τi j ∈ L2(Ω), i, j = 1, 2

}
.

The symmetry of the stress tensor is strongly imposed in the definition of the space X.
Note that the last equation of (4) implies τ = 2ηD(u) and so, by substituting τ in the first
equation, one deduces the equivalence between (4) and the following two fields formulation:

(u, p) ∈ H1
0(Ω) × L2

0(Ω)
a0(u, u) + b(p, u) = l(u) ∀u ∈ H1

0(Ω)
b(q,u) = 0 ∀q ∈ L2

0(Ω),
(5)

where
a0(u, u) = 2η

∑
T∈Th

∫
T

D(u) : D(u)dx.

The proof of the well-posedness of this formulation is well known, see for instance [6].



Nonconforming finite element discretization for the numerical simulation of polymer flows 59

2.2. Discretization by means of nonconforming finite elements
We agree to denote by εint

h the set of internal edges of Th, by ε∂h the set of edges situated on
the boundary ∂Ω and we put εh = εint

h ∪ ε
∂
h. As usually, let hT be the diameter of the triangle

T and let h = maxT∈Th hT . On every edge e belonging to εint
h , such that {e} = ∂T i ∩ ∂T j, we

define once for all the unit normal ne oriented from T i towards T j. Then, for a given function
ϕ, we define the jump across the edge e by [ϕ] = ϕ/T i − ϕ/T j . If e ∈ ε∂h, we take for ne the
outward unit normal n and for [ϕ] the trace of ϕ on e. We agree to denote the L2(e)-orthogonal
projection of a given function ϕ ∈ L2(e) on the polynomial space Pk (k ∈ N) by πkv.

In what follows, we take k = 1, 2 or 3 and we introduce the following discrete spaces:

Vh =
{
u ∈ L2(Ω); (u)/T ∈ Pk, ∀T ∈ Th and [πk−1u]/e = 0, ∀e ∈ εh

}
,

Qh =
{
q ∈ L2

0(Ω); (q)/T ∈ Pk−1, ∀T ∈ Th

}
,

Xh =
{
σ ∈ X; (σ)/T ∈ Pk−1, ∀T ∈ Th

}
.

For odd k, we recognize the Crouzeix-Raviart finite elements introduced in [3] (see also [2]);
k = 2 corresponds to the elements of Fortin-Soulie introduced in [4]. It is known that there
exist two interpolation operators Ih ∈ L(H1(Ω); Vh) and ih ∈ L(L2

0; Qh) satisfying usual
interpolation estimates and moreover,∫

T
r∇ · (Ihu − u)dx = 0,

∫
e

r · [Ihu]ds = 0, ∀r ∈ Pk−1, ∀u ∈ H1
0(Ω),∫

T
r(ihq − q)dx = 0, ∀r ∈ Pk−1, ∀q ∈ L2

0(Ω).

We can now write the nonconforming approximation of (5) as follows:
(uh, ph) ∈ Vh × Qh

a(uh, uh) + b(ph, uh) = l(uh) ∀uh ∈ Vh

b(qh,uh) = 0 ∀qh ∈ Qh

(6)

where now

a(·, ·) = a0(·, ·) + γa1(·, ·), a1(uh, uh) = η
∑

e∈ε∂int
h

1
|e|

∫
e
[π1(uh · ne)][π1(uh · ne)]ds,

with γ a stabilization parameter which can be chosen independent of h. The stabilization term
a1(·, ·) is added only for k = 1 in order to retrieve the coercivity of the bilinear form a(·, ·),
thanks to a discrete Korn inequality. Note that a different choice for a1(·, ·) was introduced by
Brenner in [1], enhancing the continuity of the whole vector π1uh across the internal edges.
For k = 2 or 3, one obviously has a1(uh, uh) = 0, for all uh, uh ∈ Vh.

We now consider the following nonconforming approximation of (4):
(Uh, Ph, τh) ∈ Vh × Qh × Xh

γa1(Uh, uh) + b(Ph, uh) + c0(τh, uh) = l(uh) ∀uh ∈ Vh

b(qh,Uh) = 0 ∀qh ∈ Qh

c0(σh,Uh) − d0(σh, τh) = 0 ∀σh ∈ Xh.

(7)
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2.3. Well-posedness of the approximated problems and error estimates
In order to prove the well-posedness of (6), we apply the Babǔska-Brezzi theorem. It is useful
to introduce the following semi- norms on H1(Ω) + Vh:

|u|21,h =
∑
T∈Th

|u|21,T , ‖D(u)‖20,h =
∑
T∈Th

‖D(u)‖20,T ,

[[u]] =
(
2η‖D(u)‖20,h + γa1(u, u)

)1/2
= a(u, u)1/2,

and to recall the following result for piecewise H1 functions, established by Brenner [1] in a
stronger form and then improved by Mardal and Winther [8]:

|u|1,h ≤ c
(
‖D(u)‖20,h +

1
η

a1(u, u) + φ(u)
)1/2

,

where φ : H1(Ω) → R is a continuous semi-norm such that if φ(u) = 0 for a rigid motion u,
then u is a constant vector. With the choice

φ(u) =
∑
e∈ε∂h

‖π0u‖
2
0,e ,

we can now deduce the following Korn inequality on Vh:

|u|1,h ≤ c
(
‖D(u)‖20,h +

1
η

a1(u, u)
)1/2

. (8)

Theorem 1. Problem (6) has a unique solution.

Proof. We check the hypotheses of the Babǔska-Brezzi theorem. The coercivity of the form
a(·, ·) on Vh × Vh is obvious in view of (8), so one has only to prove the discrete inf-sup
condition. For this purpose, we make use of the continuous inf-sup condition for the Stokes
problem (cf [6]), and with any q ∈ Qh ⊂ L2

0(Ω) we associate z ∈ H1
0(Ω) such that ∇ · z = q

and ‖z‖1,Ω ≤ c‖q‖0,Ω. By putting w = Ih z ∈ Vh, we immediately obtain b(q,w) = ‖q‖20,Ω and
|w|1,h ≤ c‖q‖0,Ω. For k = 2 or 3, one has a1(w,w) = 0 so the result is obvious. For k = 1, we
still have to bound

a1(w,w) = η
∑
e∈εh

1
|e|
‖[w · ne]‖20,e .

By combining the fact that [z · ne] = 0, the next trace inequality on {e} = ∂T1 ∩ ∂T2:

1
√
|e|
‖[(Ih z − z) · ne]‖0,e

≤ c
( 1
hT1

‖Ih z − z‖0,T1 +
1

hT2

‖Ih z − z‖0,T2 + |Ih z − z|1,T1
+ |Ih z − z|1,T2

)
≤ c|z|1,T1∪T2

and the interpolation properties of the Crouzeix-Raviart operator Ih, we get

a(w,w) ≤ cη |z|21,h ,

which allows us to conclude. �
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The well-posedeness of (7) is now immediate, thanks to its equivalence with (6).
Theorem 2. Problem (7) has a unique solution given by (uh, ph, 2ηD(uh)), where (uh, ph) is
the solution of (6).

We have established, by using standard techniques in stabilized mixed formulations:
Theorem 3. Let (u, p) ∈ Hk+1(Ω) × Hk(Ω) be the solution of the continuous Stokes problem.
Then the solution (uh, ph) of (6) satisfies the following a priori error bound

[[u − uh]] +
1
√
η
‖p − ph‖0,Ω ≤ chk

(√
η|u|k+1,Ω +

1
√
η
|p|k,Ω

)
,

with c a constant independent of h and of η. If, moreover, Ω is convex, then

‖u − uh‖0,Ω ≤ chk+1
(
|u|k+1,Ω +

1
η
|p|k,Ω

)
.

§3. The Giesekus model

Giesekus introduced in [5] the following constitutive law, describing the behavior of a vis-
coelastic non-Newtonian liquid:

λ
O
τ +

α

G
τ τ + τ = 2ηD(u), (9)

whith G the elastic modulus and η the viscosity. The relaxation time λ is defined by the
formula λ = η/G and α ∈ [0; 1[ is a parameter. An appropriate choice seems to be α = 1/2.
Note that α = 0 yields the upper convected Maxwell model. Here above,

O
τ is the upper

convective derivative defined by

O
τ =

∂

∂t
τ + (u · ∇)τ −

(
τ (∇u)t + ∇u τ

)
.

We note that this constitutive law is strongly nonlinear since it involves a quadratic term in
the stress tensor, which is difficult to handle and certainly explains the lack of mathematical
and numerical studies of this model. The complete Giesekus model is obtained by adding
the two conservation equations (1) and (2), as well as boundary conditions u = g on ∂Ω and
τ = τ− on the inflow boundary ∂Ω−, and for instationary flows, initial conditions on u and τ.

We are now interested in the discretization of the above Giesekus model. For this purpose
we consider the previous spaces Vh, Qh and Xh for k = 1 and we write the discrete problem
as follows: 

(u∗h, p∗h, τ
∗
h) ∈ Vh × Qh × Xh

γa1(u∗h, uh)+ b(p∗h, uh)+ c0(uh, τ
∗
h) = l(uh) ∀uh ∈ Vh

b(qh,u∗h) = 0 ∀qh ∈ Qh

c(u∗h, τ
∗
h;σh)+ d(τ∗h, τ

∗
h;σh) = 0 ∀σh ∈ Xh.

The nonlinear forms c(·, ·; ·) and d(·, ·; ·) are defined by

c(·, ·; ·) = c0(·, ·) + c1(·, ·; ·) + c2(·, ·; ·),
d(·, ·; ·) = d0(·, ·) + d1(·, ·; ·).
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c1(·, ·; ·) is the convective term that we treat by means of the Lesaint-Raviart upwind scheme
(cf [7]). More precisely, we take

c1(uh, τh;σh) =
∑
T∈Th

∫
∂T−

uh · nτext
h : (σint

h − σ
ext
h )ds,

where ∂T− = {e ⊂ ∂T ; π0(uh · n) < 0 on e}. c2(·, ·; ·) comes from the objective derivative

c2(uh, τh;σh) = −λ
∑
T∈Th

∫
T
τh(∇uh)t : σhdx − λ

∑
T∈Th

∫
T
∇uh τh : σhdx,

whereas d1(·, ·; ·) takes into account the quadratic term of (9) as follows:

d1(τh, τh;σh) =
∑
T∈Th

1
G

∫
T
τh τh : σhdx.

For the moment, the nonlinear problem is solved by means of Newton’s method, which ne-
cessitates the computation of the jacobian matrix

J =

 γA1 B C0
BT 0 0

CT
0 + C11 + C21 0 D0 + C12 + C22 + αD11

 .
By denoting τi, respectively ui, the values of the stress tensor, respectively the velocity, at

the previous Newton iteration, one has:

c11(uh, σh) =
∑
T∈Th

∫
∂T−

uh · nτiext : (σint
h − σ

ext
h )ds,

c12(τh, σh) =
∑
T∈Th

∫
∂T−

ui · nτext
h : (σint

h − σ
ext
h )ds,

c21(uh, σh) = −λ
∑
T∈Th

∫
T
τi(∇uh)t : σhdx − λ

∑
T∈Th

∫
T
∇uh τ

i : σhdx,

c22(τh, σh) = −λ
∑
T∈Th

∫
T
τh(∇ui)t : σhdx − λ

∑
T∈Th

∫
T
∇ui τh : σhdx,

d11(τh, σh) =
∑
T∈Th

1
G

∫
T

(
τh τ

i : σh + τi τh : σh

)
dx.

The problem has a rather large number of unknowns (six in 2D and ten in 3D which is
the realistic framework for polymer flows). Therefore, it is important to reduce the computa-
tional cost by improving the Newton method. One may note that for k = 1, c21(·, ·), c22(·, ·)
and d11(·, ·) are defined locally on each triangle while the stencils of c11(·, ·) and c12(·, ·) are
reduced to the element itself and its neighbours. The development of a specially designed
Newton algorithm, allowing for the use of the Stokes matrix and taking advantage of the
small stencils of the previous matrices, is undergoing work.

In perspective, we also intend to study higher order approximations. The design of a
monotone DG method of degree ≥ 1 for the transport equation is an active research domain.
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Figure 1: Velocity magnitude for a Newtonian and a Giesekus liquid.
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Figure 2: Velocities and pressures with Concha and Polyflow.

§4. Numerical results

There exist only relatively few numerical codes for the simulation of polymer flows. A major
issue is the treatment of the internal coupling between the viscoelasticity of the liquid and
the flow. This coupling is quantified by the Weissenberg number We, defined by We = λγ̇
where γ̇ is the shear rate. The CFD codes for polymer liquids are generally only able to deal
with We up to 10. The most popular code for the simulation of polymer flows is Polyflow
(http://www.ansys.com/products/polyflow) developped by the Cesame team. We have computed our
method in the C++ library Concha developped by the INRIA team Concha.

For all considered tests, we chose η = 100 Pa.s. For each value of λ, we compute the
largest Weissenberg number for a corresponding Newtonian fluid as follows:

γ̇max = 6ū/l ⇒ Wemax = λ 6ū/l,

where ū is the mean velocity on the channel and l its thickness. The geometry studied is a 4:1
planar contraction. We show the results for We = 7.68, and we consider a stationary flow.

In Fig. 1, we compare the norm of the velocity for a Newtonian and a Giesekus fluid.
In Fig. 2, we compare our results with the ones obtained with Polyflow. We have used a
mesh consisting of 25 794 triangles with Concha, respectively 14 866 with Polyflow. For the
inflow and for the outflow, we impose 0.1 m/s as a normal velocity and a Neumann condition,
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respectively. With Concha, these results are obtained after 1500 s and with Polyflow after
3110 s. We observe a good agreement between the two approaches. The modification of the
velocity profiles and the shut down of the pressure are typical behaviors of non- Newtonian
fluids.
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NUMERICAL SIMULATION
OF LIQUID CRYSTALS

Roland Becker and Nour El Houda Seloula
Abstract. We consider the numerical simulation of nematic liquid crystal flows, modeled
by a simplified version of [2] the Ericksen-Leslie model, imposing a nonconvex constraint
on the director field. Computational experiments are used to compare the two approaches.

Keywords: Nematic liquid crystals, Ericksen-Lislie model, harmonic map heat flow, finite
element method, discrete scheme.
AMS classification: 65M12, 65M60, 35K55, 35Q35.

§1. Introduction

In this paper, we consider a simplified version of the Ericksen- Leslie model, see for example
Lin and Liu [2]. This model is a modified Navier- Stokes system that takes into account the
liquid crystallinity, coupled with the Ginzburg-Landau equations.

vt − ν∆v + (v.∇)v + ∇p + λ∇ · (∇d � ∇d) = 0 in ΩT := (0,T ) ×Ω, (1)

dt + (v.∇)d − γ∆d = γ|∆d|2d in ΩT , (2)
∇ · v = 0 in ΩT , (3)

and the nonconvex constraint
|d(t, x)| = 1, (4)

and with the initial and boundary conditions

v(0, x) = v0(x), d(0, x) = d0(x), ∀x ∈ Ω. (5)
v(t, x) = 0, ∂nd(t, x) = 0, ∀(t, x) ∈ ∂ΩT . (6)

The unknowns are the time-dependent divergence-free velocity field v(t, x), the pressure
p(t, x) of the fluid and the director field d(t, x) representing the orientation of the liquid crys-
tal molecules. The fluid is confined in an open bounded domain Ω of R3 with a lipschitz
boundary ∂Ω. In the above, the vector n denotes the outward pointing unit normal and the
matrix product is defined as

(∇d � ∇d)i j =

2∑
k=1

∂dk

∂xi

∂dk

∂x j
.

The constraint (4) causes difficulties from both analytical and numerical points of view. A
widely used approach is to approximate this constraint by a penalty function such as the
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Ginzburg-Landau approximation fε(d) = ε−2(|d|2 − 1)d, for 0 < ε � 1. This penalisation
function exhibits a potential structure, i.e., there exists a potential function Fε(d) = ε−2

4 (|d|2 −
1)2 such that fε(d) = ∇d(Fε(d)).
Accordingly, the penalised model reads as

vt − ν∆v + (v.∇)v + ∇p + λ∇ · (∇d � ∇d) = 0 in ΩT := (0,T ) ×Ω, (7)
dt + (v.∇)d − γ(∆d − fε(d)) = 0 in ΩT , (8)

∇ · v = 0 in ΩT , (9)

subject to the initial and the boundary conditions (5) and (6).
Two fully discrete finite element methods for the system (1)-(3) and (7)-(9) have been

recently studied by R. Becker, X. Feng, and A. Prohl [1], where the convergence of finite
element approximations is established but the schemes do not satisfy the constraint (4). In
this note, we are interested in a modification satisfying this contraint.

The paper is organized as follows. In the next section, we recall the energy estimates
proven by Lin and Liu [2]. In section 3, we develop our modified scheme and in section 4,
we prove that this scheme satisfies the constraint (4). Computational examples are given to
prove the efficiency of the method.

§2. Energy estimates

It was observed in [2] that by using the differential identity∇·(∇z�∇z) = (∇z)T ∆z+ 1
2∇(|∇z|2),

the equation (7) can be rewritten as follows:

vt − ν∆v + (v.∇)v + ∇p +
λ

2
∇(|∇d|2) + λ(∇d)T ∆d = 0. (10)

Notice that the term λ
2 ∇(|∇d|2) can be absorbed into the definition of the pressure. Hence the

system (7)–(9) satisfies the following basic energy law:

d E
d t

= −
(
ν‖∇v‖2L2(Ω) + λγ‖∆d − fε(d)‖2L2(Ω)

)
, (11)

where

E =
1
2
‖v‖2L2(Ω) +

λ

2
‖∇d‖2L2(Ω) + λ

∫
Ω

Fε(d).

This estimate was used by Lin and Liu [2] to establish existence, uniqueness and regularity
of solutions to the coupled liquid crystal problem. The energy law (11) is obtained by mul-
tiplying the equation (10) by v and the director equation (8) by −(∆d − fε(d) and adding the
two. The crucial observation is that the main term from the momentum equation ∇dT (∆d) ·v,
cancels with the convective term (v · ∇)d · (−∆d) = −∇dT (∆d)v in the director equation. We
have also, by using the facts div v = 0 and v = 0 on ∂Ω, that∫

Ω

(v · ∇)v · v dx =

∫
Ω

v · ∇p dx =

∫
Ω

(v · ∇)d · fε(d) dx =

∫
Ω

v · ∇
( |d|2

2

)
dx = 0.
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§3. Fully discrete finite element methods for the Ericksen-Leslie model

We assume that Th is a quasi-uniform triangulation of a bounded polygonal domain Ω ⊂ R2

into triangles of diameter h > 0, i.e., Ω =
⋃

K∈Th
K. Let Nh denote the set of all nodes of Th.

We introduce the space

Yh =
{
ah ∈ C(Ω,R2) : ah|K ∈ P1(K,R2)

}
,

and Ih : C(Ω,R2) −→ Yh: the nodal interpolation operator such that IhΦ =
∑

z∈Nh
Φ(z)ϕz,

where {ϕz : z ∈ Nh} ⊂ Yh. Choose

Xh =
{
vh ∈ C0(Ω,R2) ∩ H1

0(Ω,R2); vh/K ∈ P2(K,R2)
}
,

Mh =
{
qh ∈ L2

0(Ω); qh/K ∈ P0(K)
}
,

and
Vh = {vh ∈ Xh : (div vh, qh) = 0 ∀qh ∈ Mh} .

In the following, we use the L2-orthogonal projections QYh
: L2(Ω,R2) −→ Yh, QVh

:
L2(Ω,R3) −→ Vh and the H1-orthogonal projection Rh : H1(Ω,R2) −→ Yh.

In [1], the authors study a first fully discrete finite element approximation for the regu-
larized problem (7)-(9), which uses the couple (Xh,Mh) of finite dimensional spaces for the
velocity and for a new pressure p̃ = p̂ + λFε(d), where p̂ = p + λ

2 |∇d|2.

Algorithm 1.

(1) Set v0
h := QVh v0

ε and d0
h := RYh dε0.

(2) For m = 1, ...,M, let fm
h :=

∣∣∣dm
h

∣∣∣2 dm
h − dm−1

h . Find (vm
h ,d

m
h , p̃m

h ,w
m
h ) ∈ Xh × Yh × Mh × Yh

such that, for all (uh, ah, qh,bh) ∈ Xh × Yh × Mh × Yh,

(dt vm
h ,uh) + ν(∇vm

h ,∇uh) +
(
(vm−1

h .∇) vm
h ,uh

)
+

1
2

(
(div vm−1

h ) vm
h ,uh

)
+ ( p̃m

h , div uh) − λ
(
(∇dm−1

h )T wm
h ,uh

)
= 〈g(tm, .),uh〉,

(dt dm
h , ah) +

(
(vm

h .∇) dm−1
h , ah

)
+ γ(wm

h , ah) = 0,

(div vm
h , qh) = 0,

(∇dm
h ,∇bh) + (fm

ε ,bh)h − (wm
h ,bh) = 0.

Moreover, they have proved that the solution of Algorithm 1 verifies a discrete energy law,
see [1] for more details. Next they study the following discrete scheme for the system (1)-
(3), where an implicit treatment of the coupling terms is used in contrast to the semi-implicit
discretization in Algorithm1. The discrete Laplacian ∆h : W1,2(Ω) → Yh and a temporal
discretisation using the implicit midpoint rule are used.

Algorithm 2.

(1) Let v0
h := QVh v0 and d0

h := Ih d0.
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(2) Let m = 1, ...,M. Find (vm
h ,d

m
h , p̂m

h ) ∈ Xh × Yh × Mh such that, for all (uh, ah, qh) ∈
Xh × Yh × Mh, there holds

(dt vm
h ,uh) + ν(∇vm

h ,∇uh) +
(
(vm−1

h .∇) vm
h ,uh

)
+

1
2

(
(div vm−1

h ) vm
h ,uh

)
− ( p̂m

h , div uh) − λ
(
(∇dm−1

h )T ∆hdm− 1
2 ,uh

)
= 〈g(tm, .),uh〉,

(div vm
h , qh) = 0,

(dt dm
h , ah) +

(
(vm

h .∇) dm−1
h , ah

)
+ γ

(
dm− 1

2
h × (dm− 1

2
h × ∆hdm− 1

2
h ), ah

)
= 0,

where dm− 1
2

h = 1
2 (dm−1

h + dm
h ).

A discrete energy law is also proved for the solutions of this scheme. The main contribu-

tion in this note is to change the term
(
(vm

h .∇) dm−1
h , ah

)
in Algorithm 2 by 1

2

(
(vm

h .∇) dm− 1
2

h , ah

)
−

1
2 (dm− 1

2 , vm
h .∇ah).

Then, the new Algorithm reads as follows:

Algorithm 3.

(1) Let v0
h := QVh v0 and d0

h := Ih d0.

(2) Let m = 1, ...,M. Find (vm
h ,d

m
h , p̂m

h ) ∈ Xh × Yh × Mh such that, for all (uh, ah, qh) ∈
Xh × Yh × Mh, there holds

(dt vm
h ,uh) + ν(∇vm

h ,∇uh) +
(
(vm−1

h .∇) vm
h ,uh

)
+

1
2

(
(div vm−1

h ) vm
h ,uh

)
− ( p̂m

h , div uh) − λ
(
(∇dm−1

h )T ∆hdm− 1
2 ,uh

)
= 〈g(tm, .),uh〉,

(div vm
h , qh) = 0,

(dt dm
h , ah) +

1
2

(
(vm

h .∇) dm− 1
2

h , ah

)
−

1
2

(dm− 1
2 , vm

h .∇ah)

+ γ
(
dm− 1

2
h × (dm− 1

2
h × ∆hdm− 1

2
h ), ah

)
= 0,

and with a judicious choice of the test function ah = dm− 1
2

h , and by supposing that d0
h ∈ Yh

satisfies |d0
h| = 1, the director field d satisfies the constraint (4).

§4. Numerical examples

In this section, we present and we compare numerical results using the algorithms 2 and 3.
We use Newton’s method for the solution of the nonlinear system at each time step. For this
purpose, three Newton iterations are sufficient in our computations.

The following example is taken from [1] to approximate smooth solutions of (1)–(3).

Example 1. We consider Ω = (−1, 1)2, and v0 ≡ 0, d0 = (sin (a), cos (a))>, where a =

2.0 π(cos (x) − sin (y)). The parameters are taken as follows: λ = γ = 1, ν = 0.1. The initial
condition d0 and the final state are shown in Figure 1.
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Figure 1: Algorithm 2: Initial (left) and final (right) director fields.

Figure 2: (Example 2) Using Algorithm 1. Snapshots at times t = 0, 0.3, 0.9 of {dm
h } (left)

and {um
h } (right).
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Figure 3: (Example 2) Jtotal with Algorithm 2 and Algorithm 3 for k = 0.02, h = 0.05 and
η = 0.1.

Figure 4: Comparison of Algorithm 2 and Algorithm 3 with Example 2 for k = 0.02, h = 0.05
and η = 0.001 (left), for k = 0.02, h = 0.05 and η = 0.00001 (right).
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A uniform crisscross triangulation of Ω is used with uniform mesh size h = 1/20, 1/40
and 1/80. Next, we present the results for Algorithm 1.

Example 2. We consider Ω = (−1, 1)2, v0 ≡ 0 and d0 = d̂
/ (∣∣∣d̂∣∣∣2 + η2)1/2, with d̂(x, y) =

(x2 + y2 − 0.25, y)T . The parameters are taken as follows: λ = γ = 1, ν = 0.1, η = 0.05,
ε = 0.05, k = 0.01 and h = 0.1. The evolution of this solution is shown in Figure 2.

In order to compare the solutions of Algorithm 2 with those of Algorithm 3, we give some
notations. Let Jkin(vh) = 1

2

∫
Ω
|vh|

2 be the kinetic energy, Jela(dh) = λ
2

∫
Ω
|∇dh|

2, the elastic
energy and finally Jtotal(vh,dh) = Jkin(vh) +Jela(dh), the total energy.

We then compare the total energy for the two algorithms on the same mesh with the same
time step. As can be seen from Figure 3, we have exactly the same solutions with the two
algorithms.

We define now, the sphere energy Jsphere(dh) = 1 − |dh|. The results presented in Figure
4 show that the sphere energy for the Algorithm 3 is zero and the constraint (4) is satisfied in
contrast to Algorithm 2.
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STABLE MULTIQUADRIC APPROXIMATION
BY LOCAL THINNING

Mira Bozzini and Licia Lenarduzzi

Abstract. In this paper our concern is the recovery of a highly regular function by a
discrete set X of data with arbitrary distribution. We consider the case of a nonstationary
multiquadric interpolant that presents numerical breakdown. Therefore we propose a
global least squares multiquadric approximant with a center set T of maximal size and
obtained by a new thinning technique. The new thinning scheme removes the local bad
conditions in order to obtain AX,T well conditioned. The choice of working on local
subsets of the data set X provides an effective solution. Some numerical examples to
validate the goodness of our proposal are given.

Keywords: Scattered data, arbitrary distribution, thinning, least squares, non stationary
multiquadric approximant.

AMS classification: 65D10, 41A05.

§1. Introduction

In this article we address the problem of recovering a function with high regularity by using
a set of data with arbitrary distribution.

It is well known that the radial basis functions (RBF) are a powerful tool for the multi-
variate approximation from scattered data. Nevertheless the arbitrary distribution of the data
can lead to an ill conditioned problem. In fact the standard methods involve the solution of
linear systems whose matrices can be ill conditioned also for moderate size.

In the literature we find various approaches to solve the problem of the ill conditioning
when RBFs are considered. A wide list of papers can be found in the recent article [2].
Anyway, the techniques developed take into account only the case of samples from quasi
uniform distributions.

In the present paper, the reconstruction of the unknown function is provided by a mul-
tiquadric (MQ) least squares approximant with the basis functions located at centers, deter-
mined such that the collocation matrix is well conditioned in the sense that Matlab does not
display a warning that it is close to singular. The procedure to select the centers is studied in
order to provide a solution with very good accuracy.

The note is organized as follows: the main result is presented in §4 and it concerns the
determination of the set of the centers; and before we give some notations in §2 and we
present the least squares approximant by radial basis functions in §3. Finally in §5 we provide
some numerical examples that simulate real applicative cases to show the effectiveness of the
proposed technique.
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§2. Notations

Given {(x j, f j), j = 1, . . . ,N} with data sites x j ∈ D ⊂ R2 and values f j = f (x j) ∈ R
measured from some unknown function f ∈ Cα(D), α > 2, we indicate with X the set of the
data sites x j, j = 1, . . . ,N, and with q(X) the minimal distance among the X sites. Similarly
we name T B {t1, . . . , tM} a set of distinct points tk ∈ D and q(T ) the minimal distance among
themselves.

We consider the multiquadric function with fixed parameter δ

φ((· − y), δ) B
(
‖ · − y‖22 + δ2)1/2

= φδ(·)

and we denote with AX,X the interpolation matrix with entries ai j = φ((xi − x j), δ), xi, x j ∈ X
and with AX,T a matrix whose entries are bi j = φ((xi − t j), δ), xi ∈ X, t j ∈ T . Let K2(AX,X) be
the spectral condition number.

Given two sets X and T , we define the covering radius according to the l2 measure of the
set T on X

rT X = max
x j∈X

dT (x j),

where
dT (x j) = min

tk∈T
‖tk − x j‖l2 . (1)

Another important parameter is the fill distance

hD(X) = max
x∈D

dX(x),

where
dX(x) = min

x j∈X
‖x − x j‖l2 .

We observe that, in the case where we consider the generic point x ∈ D in (1), the fill
distance is synonymous of covering radius.

§3. About least squares approximation

We are interested in providing a solution of the least squares problem when we sample a
function f on the set X = {x1, . . . xN} of data sites and consider a second set T B {t1, . . . , tM},
at which we center the multiquadric bases with fixed parameter δ. Let it be M < N.

Let the approximant be of the form

Q f (x) =

M∑
j=1

c jφ((x − t j), δ), x ∈ R2.

The coefficients {c j} are obtained as solution of the least squares problem

AXT c = f,

where f = { f1, . . . , fN}. The system has a unique solution if the matrix AX,T of entries {Ai j B
φ((xi − t j), δ)}, i = 1, . . .N, j = 1, . . .M, has full rank.
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Unfortunately it is not clear how to choose the set T ; in fact there is not much mathemat-
ical theory to guarantee that this approach is well posed. However, often the least squares
method is a valid tool to obtain a global approximation which takes into account the whole
information given by the problem. In this connection we want to show by a simple example
that it is very important not to discard any datum.

We consider the set X shown in Fig. 6. In this set the presence of two couples, where
the points are very close to each other, leads to an unstable interpolation matrix. A possible
choice is that of considering for each couple only one point and then to interpolate the data
of the new set X̃ whose matrix AX̃,X̃ is stable. In this way, considering Franke’s test function,
we obtain a maximum error

e∞ = 7.56 e(−2),

computed on a grid 61 × 61. Otherwise, considering the least squares method with full rank
matrix AX,T , we obtain a maximum error

e∞ = 3.80 e(−2).

We observe that to consider all the given functional values leads to an accuracy of one order
greater than that obtained by stable interpolation.

Therefore, having considered what we have said above, we have developed a wide exper-
imentation in order to find some information about the construction of a set T associated to a
full rank matrix AX,T , less hard than the theoretical properties given by Quak, Sivakumar and
Ward in [9]. On the basis of our experimentation, one can make the conjecture: “ the rank of
the matrix AX,T mainly depends on the parameter q(T )”. Such a statement was indicated also
by Buhmann in [1].

§4. Determination of the set T

We suppose that the interpolation matrix AX,X presents a numerical breakdown. Therefore, as
it is not possible to consider the interpolant, we want to individuate a set T of centers with
a size as large as possible such that the matrix AX,T has full rank to provide a least squares
approximant.

The first step in the construction of the set T deals with the determination of an upper
bound M0 for the size of T . For this aim, we recall that the numerical stability of the RBF-φ
interpolation depends on Gφ(q(X)), where Gφ : [0,∞)→ [0,∞) is a monotonically increasing
function. It follows that as the size N of the sample increases and q(X) decreases, the spectral
condition number K2(AX,X) grows.

But we observe that, for a given distribution of the sample, the value of N for which the
matrix AX,X presents numerical breakdown depends on the function φ or on the value assigned
to the parameter of those radial bases such as the Gaussian or the multiquadric for example.

For instance, considering the vertices of a regular hexagonal grid as point locations, we
note that a fit by Gaussians, with parameter ε = 1, quickly leads Matlab to display a warning
of matrix close to be singular, as soon as N > 46; whereas with the multiquadric basis with
parameter δ = 1 the warning is displayed with N ≥ 85.

The polyharmonic basis functions are more stable. Sizes of the sample of the order of one
thousand can be used to interpolate without instability.
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Having fixed the multiquadric basis, we must still define which set of points to choose
from which to determine the value M0 that bounds the size of T with the chosen basis. It is
natural to require the stability of the solution for the set T , but also an optimal accuracy. So
we recall that all the least squares estimates are based on interpolation error estimates.

In the interpolation problem the pointwise error bound depends on the fill distance of the
set of the data sites in D. It follows that, to determine the maximum bound of the size for
the set T , we have to search a set T0 of discrete points in D for which on one hand the value
q(T0) is as large as possible and on the other hand the value hD(T0) is as small as possible in
order to minimize the mesh ratio ρD(T0) = hD(T0)/q(T0). It is known that the optimal set in
R2 is given by the vertices of a regular hexagonal grid, [4].

4.1. Determination of the bound M0

Our goal is to consider a set T with parameter hD(T ) as small as possible; this is equivalent
to look for a set T of cardinality as large as possible, constrained so that ATT is numerically
stable.

Having fixed the multiquadric φδ, we consider a regular hexagonal grid Vl and compute
the spectral condition number K2(AVl,Vl ). Then we decrease the step of the grid Vl and we
obtain a new set of vertices Vl+1 and a new value K2(AVl+1,Vl+1 ). The process goes on, for a
value l = L of the index, until we meet the matrix AVL,VL numerically unstable.

The set VL is the one that corresponds to the value of minimal mesh ratio among all the
sets of same cardinality: ρD(VL) = min ρD(T ), |T | = |VL| . The value L is the upper bound
M0; it corresponds to the optimal distribution of centers, but it is not always suitable to take
them, when considering a set X of scattered points with arbitrary distribution. The value of
the size M of the set T will be the closer to M0 the more the distribution of the sample is
almost uniform.

4.2. Determination of T : sketch of the procedure

Once the basis φδ, for which the value M0 is known, is fixed, the individuation of the set T
is worked in two steps. At first we determine a proper subset of X and then we improve its
covering radius on X. To construct the proper subset of X we take into account that:

• Coalescent points determine instability and hence matrices of moderate size can be unsta-
ble.

• A warning of ill conditioning depends on the value of q(X) but also on the geometry of the
points. With respect to this we show the following example to validate the statement. We
consider two different small configurations X, both of size 5 that are shown in Fig. 1 and
Fig. 2 respectively; we provide the values of q(X) and K2(AX,X), when interpolating with
the multiquadric with parameter (δ = 10).
In the first case it is K2(AX,X) = 8.62 e(15) and q1(X) = 10 e(−4); in the second case it
is K2(AX,X) = 1.77 e(16) even if the minimal distance q2(X) = 10 e(−3) is larger than
q1(X) = 10 e(−4).

• A bad local condition involves a bad global condition
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Figure 1: Figure 2:

In the following we sketch the procedure to determine the centers and we refer to [6] for
the whole description of the algorithm. For clearness of exposition, we assume that we are in
the presence of a sample of size N sampled from uniform distribution.

Using the Delaunay triangulationD(X), we sort the data sites in a vector Y = {y1, . . . , yN}

according to the increasing distance from the contiguous points within D(X). It follows that
the last M0 components of the vector Y correspond to points whose interpoint distances are
larger.

We indicate with Y0 B {yN−M0+1, . . . , yN} such a vector and we consider for each com-
ponent yk ∈ Y0 its Voronoi cell V(yk). We calculate the set Y?

0 = {y?N−M0+1, . . . , y
?
N} whose

components correspond to the barycenters of the sets X ∩V(yk), k = N −M0 + 1, . . . ,N. The
vector Y?

0 has covering radius rY?
0 X less than rY0X .

By this operation the value of q(Y?
0 ) is larger than q(X); nevertheless AY?

0 ,Y
?
0

can be unsta-
ble due to particular geometries of the data sites. In this last case we consider a subdivision
of Y?

0 in subsets {S j} worked in the following way.
We construct the Delaunay triangulationD(Y?

0 ) on Y?
0 and, for each y?k ∈ Y?

0 , we calculate
the average distance

τk = 1/nk

nk∑
1

dist2(y?k , y
?
j )

from its neighbouring centers. We construct the vector Z whose components zk ∈ Y?
0 are

sorted by increasing values of τk. The first components of Z correspond to regions of D with
largest density of Y?

0 points.
Let m be fixed and let us start with the first component z1 of Z to determine the (m − 1)

points y?i ∈ Y?
0 closest to z1 according to dist∞. Let us indicate with S 1 such a set. Suc-

cessively we determine the subsets S j in the same way by considering the component z j ∈

Z \∪ j−1
k=1S k and by individuating the (m−1) points y?j ∈ Y?

0 \∪
j−1
k=1S k closest to z j. The process

ends in a finite number of steps.
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For each subset S j we evaluate the condition K2(AS j,S j ). In the case of a bad condition
we discard those points that determine instability. We indicate with Y?

1 the set of the points
y?k ∈ Y?

0 not discarded.
The set Y?

1 has been determined on the basis of local interpolation matrices well condi-
tioned, but this does not ensure that the global matrix AY?

1 ,Y
?
1

is numerically stable. In fact it
could happen that, when subdividing the set Y?

0 into subsets, some geometry of points of the
global set have been split. When the matrix AY?

1 ,Y
?
1

is unstable, the step of the subdivision is
repeated on Y?

1 . The recursive process gets a set of centers well separated by few iterations.
Let MF be the cardinality of Y?. As before, we improve the covering radius by considering
for each point y j ∈ Y? its Voronoi cell V?

j and we construct the set T of the barycenters of
the points {xk ∈ X ∩ V?

j }, j = 1, . . .MF .
The procedure here described has low computational cost because it works on sets of

small sizes. The bigger cost is due to the thinning scheme described in [3] to determine the
initial set Y0 needed when N > M0. Such a cost is of the order of N log N. When N ≤ M0 the
procedure takes Y0 ≡ X.

The procedure, here described in short, can be suitably adapted to the case of arbitrary
distributions. In the already cited report [6] the cases of uniform distribution, clusters of data
and distributions dependent on the phenomenon are considered.

§5. Examples

We shall show three examples relevant to three different distributions that can be met in dif-
ferent applicative problems. For each one of the examples quoted, we provide: the maximum
error e∞ computed on a grid 61× 61, the cardinality of the set T and the value of the index of
spectral condition K2(AX,T ) provided by Matlab as well as the size N of the set X. In all the
examples we take the unitary square [0, 1]2 as D and we take the shifts of the multiquadric
with parameter δ = 0.35 as basis functions. For this basis the value of M0 is 314.

Finally the results have been compared with some known methods in the literature, in
particular with techniques of knot removal to construct the set of the centers, [4], and with
the approximated interpolation, [10].

The last method has a solution given by a linear combination of shifts of a RBF−φ

P f (x) =

N∑
1

ĉ jφ(x − x j)

whose coefficients {ĉ j}
N
1 solve the system

(AXX + λI)c = f,

where the parameter λ is chosen in a theoretical way based on the smoothness of the unknown
function f .

5.1. Example 1

Let us consider a sample of size N = 198 from a distribution with variable densities depend-
ing on the behaviour of Franke’s function. This way of collecting the information, relevant to
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Figure 4: The approximant sX,T

the phenomenon to be recovered at hand, is used, for example, in problems of clinical survey
or in geophysical problems. In this case it is N < M0 and it is K2(AX,X) = 2.38 e(16) with a
warning of not full rank from Matlab:

• According to the current sketched procedure the set T selected, by just one iteration, is the
one shown in Fig. 3 of size 189 and with K2(AX,T ) = 1.60 e(13). The graphic is shown in
Fig. 4 and the error is

e∞(X,T ) = 1.94 e(−3).

The running time was 0.88 sec., excluding the computation of Y0, on a AMD 64 working
as a monoprocessor.

• By using the thinning technique presented in [3] to construct the set of the centers, a set X̃
of 183 centers is selected.
The set of the centers X̃?, obtained by improving the covering radius, determines a stable
matrix AX,X̃? with error

e∞(X,T ) = 2.30 e(−3),

and the total running time was 1.20 sec, excluding the computation of Y0.

• When constructing the approximated interpolation with the good value λ = 10−10 we obtain

e∞(X, X) = 2.17 e(−3).

5.2. Example 2

We assign a sample of mildly scattered data of size N = 1600 from the valley test function,
[7]. The sample is oversized to simulate the case of laser measures of a smooth feature
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Figure 5: The approximant sX,T

as in industrial applications. Moreover the coefficients and the centers of sX,T provide a
compressed information for the data set.

• Our algorithm selects T of size M = M0 = 314. The index of condition is K2(AX,T ) =

2.92 e(12) and the number of iterations is 3 . The graphical output is shown in Fig. 5 and
the error is

e∞(X,T ) = 1.88 e(−3).

• By approximated interpolation with λ = 10−9 the corresponding error is

e∞(X, X) = 8.59 e(−3).

Besides, for N � M0, the approximated interpolation is expensive, because it is necessary
to work with a full matrix N × N for each value of λ.

• By using the modified Shepard’s method run with our radial basis and with the same pa-
rameters of locality as described in [5], we obtain an error

e∞(X, X) = 3.20 e(−3).

If we want a maximum error as small as the one obtained with our procedure, we have to
consider a sample of size N > 3000.

5.3. Example 3

Here we consider the case of a configuration of clusters of points. Cluster sampling has
many analogies to real-world sampling. It is a set of densely sampled areas with large gaps
where no samples are taken, [8]. N = 131 data from Franke’s test function are taken with
X = ∪n=25

r=1 S r where with {S r} we have named the clusters, as shown in Fig. 6. The value of
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Figure 6: X locations
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Figure 7: The approximant sX,T

M0 for this configuration is 260; so we put Y0 ≡ X. The algorithm, working locally, by one
iteration, determines the set T by discarding one point only belonging to the 25-th cluster
located in the top right hand corner. It turns out that M = 130 and K2(AX,T ) = 4.11 e(13).

The graphical output of sX,T is shown in Fig. 7 and the error is

e∞(X,T ) = 3.80 e(−2).

There are cases where there are some points very near each other, as happens in the
case of real-world sampling. We could use an adaptive technique that exchanges the data of
locations, that are very near each other, with the average of their functional values, placed at
their barycenter. By using such a technique in our case, the associated interpolation matrix
AX̃,X̃ presents K2(AX̃,X̃) = 4.04 e(13) and the errors of the interpolant are

e∞(X̃, X̃) = 7.56 e(−2).
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ERROR GROWTH IN THE NUMERICAL
INTEGRATION OF PERIODIC ORBITS

WITH PROJECTION METHODS
M. Calvo, M. P. Laburta, J. I. Montijano and L. Rández
Abstract. The aim of this work is to show that, when projection techniques are used in
connection with Runge–Kutta (RK) methods to preserve first integrals of some periodic
differential systems, the global error of the numerical solution presents a linear growth,
even though the integration advances with a variable stepsize strategy.

Keywords: initial value problems, periodic solutions, Runge–Kutta methods, projections
methods, error growth, preservation of first integrals.
AMS classification: 65L05, 65L06.

§1. Introduction

In this paper, autonomous initial value problems of the form

x′(t) = f (x(t)), (1)
x(t0) = x0 ∈ R

m, (2)

which possess a unique periodic solution x = ϕ(t; x0) with period T0 > 0, are considered.
The function f is supposed as smooth as necessary.

Let ϕt be the t-flow map of (1), and ψh the function that defines a smooth one-step method
to solve numerically (1)–(2). Thus, we obtain approximations xn to the exact solution of this
initial value problem at the gridpoints tn = tn−1 + hn−1:

xn = ψhn−1 (xn−1) = ψhn−1 ◦ · · · ◦ ψh0 (x0) ' ϕtn (x0), n = 1, 2, 3, . . . ,

where h0, h1, h2, . . . is a sequence of positive stepsizes.
B. Cano and J. M. Sanz-Serna have considered in [5] one-step methods ψh for the nu-

merical integration of (1)–(2) satisfying the following conditions:

(i) ψh is defined in Rm for |h| ≤ |h0| for some h0 > 0.

(ii) ψh(x) depends smoothly on h and x.

(iii) The method ψh is consistent of order r ≥ 1, r integer:

ψh(x) − ϕh(x) = O(hr+1), h→ 0.

(iv) The Jacobian matrices satisfy

ψ′h(x) − ϕ′h(x) = O(hr+1), h→ 0.
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(v) The stepsizes are determined by

hn = h s(xn, h), h > 0, n = 0, 1, 2, . . . ,

where s(x, h) is a smooth real-valued function such that

smin ≤ s(x, h) ≤ smax,

for suitable positive constants smin and smax.
Under these five assumptions, the authors prove in [5] the following asymptotic expansion

in powers of h for the global error:

xn − ϕ(tn; x0) = hrer(tn) + · · · + h2r−1e2r−1(tn) + h2r−1R(tn, h), h→ 0,

where the error functions ek(t) satisfy non-homogeneous variational equations of (1) with
respect to ϕ(t; x0), and R(t, h) → 0 as h → 0 in bounded time intervals. The authors also
prove in [5] that these error functions at integer multiples of the period, e(N)

k = ek(NT0),
r ≤ k ≤ 2r − 1, satisfy:

e(N)
k =

N−1∑
i=0

Mi
t0

 e(1)
k , N = 1, 2, . . . ,

where Mt0 = M(t0 + T0, t0) is the monodromy matrix associated to the T0-periodic solution
ϕ(t; x0).

In particular, M. P. Calvo and J. M. Sanz-Serna had shown in [4] that integrating elliptic
orbits in the two-body problem with a symplectic method using a constant stepsize policy,
the global error grows linearly with the number of periods. They point out that such study is
extensible to periodic Hamiltonian problems whose period depends only on the energy.

In this article we present a study of the growth of the global error integrating periodic
differential systems (not necessarily Hamiltonian) so that the periodic orbit is embedded into a
family of periodic orbits. We present some numerical experiments over this kind of problems
with projection Runge–Kutta (RK) methods.

§2. Error behaviour

We assume the following hypothesis (H) for the differential system (1):∣∣∣∣∣∣∣∣
For all x̃0 in some neighbourhood of x0, the solution of (1) with initial value x̃0 at
time t0, ϕ(t; x̃0), is periodic with period T = T (x̃0) where the function T is as smooth
as required

(H)

To integrate this kind of differential problems we consider one step methods satisfying
the above assumptions (i)–(v). In [3], we show that the matrix M0 can be written as

M0 = I − f (x0)∇T (x0)T .

This expression for M0 allows to simplify the powers of this matrix, and we obtain that the
global error coefficients after N periods satisfy

e(N)
k = Ne(1)

k −
N(N − 1)

2
f (x0)∇T (x0)T e(1)

k , r ≤ k ≤ 2r − 1



Error growth in the numerical integration of periodic orbits with projection methods 85

Furthermore, in [3] we show that the global error of the numerical method after N periods
can be written as:

ge(N) = Nge(1) −
N(N − 1)

2
f (x0)∇T (x0)Tge(1) − h2r−1NR(T0, h)

+ h2r−1 N(N − 1)
2

f (x0)∇T (x0)T R(T0, h) + h2r−1R(NT0, h).
(3)

As a consequence, we prove the following result:

Theorem 1. Let us consider a differential system (1), (2) satisfying the hypothesis (H), and
an one-step method satisfying the conditions (i)–(v). Then, if the method preserves the period
T up to order O(h2r), the global error grows linearly on t, provided that Nhr is small.

Let us see now how the error of first integrals of the differential system behaves. Let G(x)
be an scalar first integral of (1). We denote by

∆(N)G = G(x0 + ge(N)) −G(x0), N = 1, 2, . . . ,

the error in the invariant G for the method ψh after N periods. Since

∆(N)G = ∇G(x0)Tge(N) + O
(
‖ge(N)‖2

)
,

taking into account (3) we obtain:

Theorem 2. ∆(N)G = N ∆(1)G + O(Nh2r−1) + h2r−1∇G(x0)T R(NT0, h) + O
(
‖ge(N)‖2

)
.

This asymptotic relation implies a linear error growth in the invariant with the number of
periods provided that ‖ge(N)‖ is not too large.

A Runge–Kutta method with a projection technique applied to (1) with x(t0) = u, provides
a numerical approximation ψ̂h(u) given by

ψ̂h(u) = ψh(u) + λ(u, h)w(u, h),

where:

• ψh is an s-stage RK method of order r:
ψh(u) = u + h

s∑
j=1

b j f (U j),

U j = u + h
s∑

k=1

a jk f (Uk), ( j = 1, . . . , s),

• The coefficient λ(u, h) ∈ R is computed so that ψ̂h(u) preserves the invariant G of (1):
G(ψ̂h(u)) = G(u).

• The vector w(u, h) ∈ Rm depends on the type of projection used. In this article, we will
use directional projection [2], which takes w = ψh − ψ̃h, where ψ̃h is a RK method of
order q < r embedded in ψh.
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Figure 1: Solution of Euler’s equations obtained with the projection dopri54 method

The results of the previous section on the growth of the errors are stated on the assumption
that the one-step method ψh commutes with respect to differentiations with respect to the
initial conditions, i.e. assumption (iv) is satisfied. It is known [1] that this relation holds for
all the RK methods. We have proved in [3] that it is also satisfied for projection methods.

Next, we present some numerical experiments to corroborate the theoretical results pre-
sented in this article. The numerical method considered is the Runge–Kutta embedded pair
of order 5(4) constructed by Dormand and Prince (see e.g. [7, p. 178]). We denote this pair
“standard dopri54", whereas “projection dopri54” refers to that pair combined with the di-
rectional projection technique (see [2]) which makes the resulting method to preserve certain
first integrals of the problem. Integrations have been carried out with a local error tolerance
of 10−6.

Our first test problem describes the motion of a free rigid body represented by the Euler’s
equations (see e.g. [6, p. 95]): y′1

y′2
y′3

 =

 0 c3y3 −c2y2
−c3y3 0 c1y1
c2y2 −c1y1 0


 y1
y2
y3

 .
The vector y = (y1, y2, y3)T is the angular momentum, and c−1

j > 0, j = 1, 2, 3, are the
principal momenta of inertia. This Poisson differential system has the two first integrals:

2H = c1y
2
1 + c2y

2
2 + c3y

2
3,

L2 = y2
1 + y2

2 + y2
3,

where H and L represent the kinetic energy and the modulus of the angular momentum,
respectively.

We have taken c1 = 1, c2 = 1 − 0.51/
√

1.51, c3 = 1 + 1/
√

1.51, with initial conditions:

y1(0) = 0, y2(0) = y3(0) = 1.

The solution of this initial value problem is periodic, and its period T = T (H, L) depends
only on those two quadratic invariants. In Figure 1 we have plotted the numerical solution of
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this problem obtained with the projection dopri54 method. It lies on the intersection of the
sphere L2(y1, y2, y3) = 2 with the ellipsoid 2H(y1, y2, y3) = c2 + c3.

In Figure 2, the Euclidean norm of the global error against the number of periods is
shown in a log-log scale for the Euler’s equations. The integration has been carried out up to
8000 periods. The projection dopri54 method has been designed so that it preserves the two
invariants of the problem (see [2]) and, in consequence, it preserves its period. As it can be
seen, the global error grows linearly with the number of periods for this projection method
which is in agreement with Theorem 1. As expected, this growth is quadratic for the standard
dopri54. Dashed straight lines with slopes m = 1 and m = 2 have been drawed in order to
show up clearly the type of growth. In Figure 3, the preservation of the invariants is clear for
the projected RK method, whereas the error of the invariant grows linearly for the standard
one, which agrees with Theorem 2. Here the dashed reference line has slope 1.

The second test problem is the well known planar two body problem, also called Kepler’s
problem, given by the equations:

p′i = −
qi

(q2
1 + q2

2)3/2
, q′i = pi, i = 1, 2.

This is a Hamiltonian system with Hamiltonian function given by

H =
1
2

(p2
1 + p2

2) −
1√

q2
1 + q2

2

.

We have considered the initial conditions

p1 = 0, p2 =

√
1 + e
1 − e

, q1 = 1 − e, q2 = 0,

which correspond to a 2π-periodic elliptic orbit with eccentricity e, 0 ≤ e < 1. For these
numerical experiments we have taken e = 0.3, and we have integrated along 8000 periods.

In Figure 4, the evolution of the global error against the number of periods is shown. In
this case, the projection has been made so that the resulting projection method preserves the
Hamiltonian H. Therefore, it also preserves the period since the period only depends on the
energy H. According to Theorem 1, the growth of the global error must be linear in this case,
and it is just what happens for the projection dopri54. Once again, the global error grows
quadratically for the standard method. Figure 5 shows up the preservation of the first integral
H for the projection method and the linear growth of H with the number of periods for the
standard one.

Acknowledgements

This work was supported by D.G.I. project MTM2007-67530-C02-01.

References

[1] Bochev, P. B., and Scovel, C. On quadratic invariants and symplectic structure. BIT 34
(1994), 337–345.



88 M. Calvo, M. P. Laburta, J. I. Montijano and L. Rández

10
0

10
1

10
2

10
3

10
4

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

lo
g 

||g
lo

ba
l e

rr
or

||

Euler’s equations

log (periods)

projection dopri54
standard dopri54

Figure 2: Euler’s equations: global error vs. periods, tol=10−6

10
0

10
1

10
2

10
3

10
4

10
−20

10
−15

10
−10

10
−5

10
0

log (periods)

lo
g 

||i
nv

ar
ia

nt
 e

rr
or

||

Euler’s equations

projection dopri54
standard dopri54

Figure 3: Euler’s equations: invariants’ error vs. periods, tol=10−6



Error growth in the numerical integration of periodic orbits with projection methods 89

10
0

10
1

10
2

10
3

10
4

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

log (periods)

lo
g 

||g
lo

ba
l e

rr
or

||

Kepler’s problem

projection dopri54
standard dopri54

Figure 4: Kepler’s problem: global error vs. periods, e = 0.3, tol=10−6

10
0

10
1

10
2

10
3

10
4

10
−20

10
−15

10
−10

10
−5

10
0

log (periods)

lo
g 

|in
va

ria
nt

 e
rr

or
|

Kepler’s problem

projection dopri54
standard dopri54

Figure 5: Kepler’s problem: error in H vs. periods, e = 0.3, tol=10−6



90 M. Calvo, M. P. Laburta, J. I. Montijano and L. Rández

[2] Calvo, M., Hernández-Abreu, D., Montijano, J. I., and Rández, L. On the preservation
of invariants by explicit runge-kutta methods. SIAM J. Sci. Comput. 28 (2006), 868–885.

[3] Calvo, M., Laburta, M. P., Montijano, J. I., and Rández, L. Error growth in the nu-
merical integration of periodic orbits. Technical Report, Dpto. de Matemática Aplicada,
Universidad de Zaragoza (2008).

[4] Calvo, M. P., and Sanz-Serna, J. M. The development of variable step symplectic in-
tegrators with applications to the two-body problem. SIAM J. Sci. Comput. 14 (1993),
936–952.

[5] Cano, B., and Sanz-Serna, J. M. Error growth in the numerical integration of periodic
orbits, with application to Hamiltonian and reversible systems. SIAM J. Numer. Anal. 34
(1997), 1391–1417.

[6] Hairer, E., Lubich, C., and Wanner, G. Geometric Numerical Integration: Structure Pre-
serving algorithms for Ordinary Differential Equations. Springer–Verlag, Berlin, 2002.

[7] Hairer, E., Nørsett, S. P., and Wanner, G. Solving Ordinary Differential Equations I,
Nonstiff Problems. Springer–Verlag, Berlin, 1993.

M. Calvo, M. P. Laburta, J. I. Montijano and L. Rández
Departamento de Matemática Aplicada
Universidad de Zaragoza
50009-Zaragoza (Spain)
calvo, laburta, monti and randez@unizar.es



Monografías Matemáticas García de Galdeano 35, 91–98 (2010)

OPTIMAL BASES OF SPACES
WITH TRIGONOMETRIC FUNCTIONS

J. M. Carnicer, E. Mainar and J. M. Peña
Abstract. The normalized B-basis of a space has optimal shape preserving properties. We
present a procedure to construct the normalized B-basis. We illustrate this construction
in the space T̄1/2 generated by 1, t, cos t, sin t, cos(t/2), sin(t/2). This space can be used
to represent exactly the following remarkable curves: complete cycloidal arcs, cardioids,
deltoids and Descartes’ trifolium.

Keywords: Normalized B-basis, trigonometric functions, shape preserving representa-
tions.
AMS classification: 65D17, 42A10.

§1. Introduction

The Bernstein basis is optimal among all other shape preserving bases of the space of poly-
nomials of degree not greater than n on a given compact interval [1]. Roughly speaking,
this means that the curve represented by this basis is closer to its control polygon than with
other kinds of representations for polynomial curves. In [2] it was proved that each space of
functions admitting shape preserving representations (in the sense of [5]) always has an opti-
mal shape preserving basis called the normalized B-basis. For polynomial curves, the shape
preserving representations exist on intervals of any length. However, for more general spaces
interesting in curve design, it is not clear whether there exist shape preserving representations
on a given interval (see [6]). In the last years, a growing interest in the design of curves in
spaces mixing algebraic, trigonometric and hyperbolic functions has arisen.

It is desirable to represent motions of objects with its natural velocity, which eliminates
the freedom in the parameterization. In particular, in order to obtain uniform circular motions,
it is necessary to represent a circle with its arc length parameterization. It is also convenient
that all types of curves which have to be used in the design process can be obtained with the
same kind of representation. This may imply to use a representation of curves in a computer
graphics system working simultaneously with algebraic and transcendent curves.

In [4] we have found all six dimensional spaces invariant under translations and reflec-
tions containing the first degree polynomials and the trigonometric functions cos t, sin t and
admitting shape preserving representations on the interval [0, 2π] (this implies that a com-
plete circular arc can be represented using a single control polygon). Among these spaces,
we find spaces mixing trigonometric functions with two angular frequencies

T̄w B 〈1, t, cos t, sin t, cos(wt), sin(wt)〉, 0 < w < 1.

We have chosen the space T̄1/2 to show how to obtain the optimal bases. This space allows us
to represent exactly not only circles but also complete cycloidal arcs, cardioids, deltoids and
Descartes’ trifolium among other remarkable curves.
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Section 2 presents the procedure to obtain the normalized B-basis of a space. Section 3 is
devoted to the construction of the normalized B-basis of the space T̄1/2 and the obtention of
control polygons for the representation of remarkable curves.

§2. Construction of the optimal shape preserving basis

Let us recall that an extended Chebyshev space of functions F defined on an interval I is a
space such that each nonzero function of F has at most dim F − 1 zeros (counting multiplic-
ities) in I. In order to check the existence of normalized B-bases, we shall use Theorem 4.1
of [3] restated below.

Theorem 1. Let F be an (n + 1)-dimensional subspace of Cn[a, b] such that 1 ∈ F. Then F
is an extended Chebyshev space with a normalized B-basis on [a, b] if and only if the space
of the derivatives

F′ B { f ′ | f ∈ F}

is an extended Chebyshev space.

Assuming that we have shown the existence of a normalized B-basis, we may proceed to
its construction. First we construct a B-basis following the method suggested in Remark 2.3
and Theorem 2.4 of [3] and then, we shall normalize it following Remark 4.1 of [3]. Let us
describe the steps of this construction.
Step 1. We start with a basis such (u0, . . . , un) such that the wronskian matrix at the left end
of the interval

W(u0, . . . , un)(a) =


u0(a) u1(a) · · · un(a)
u′0(a) u′1(a) · · · u′n(a)
...

...
. . .

...

u(n)
0 (a) u(n)

1 (a) · · · u(n)
n (a)


is a lower triangular matrix with nonzero diagonal entries.
Step 2. We compute W(un, . . . , u0)(b), the wronskian matrix of the basis (un, . . . , u0), where
the ordering of the functions has been reversed, at the right end of the interval and obtain
its LU factorization with L a lower triangular matrix with unit diagonal and U a nonsingular
upper triangular matrix.
Step 3. We construct the basis (b0, . . . , bn) defined by

(bn,−bn−1, . . . , (−1)nb0) B (un, un−1, . . . , u0)U−1.

This basis is a Bernstein-like basis in the sense that W(b0, . . . , bn)(a) and W(bn, . . . , b0)(b) are
lower triangular matrices.
Step 4. In order to normalize the obtained basis, we solve the linear system

L(cn, cn−1, . . . , c0)T = (1, 0, . . . , 0)T ,

and then the normalized B-basis is

(B0, . . . , Bn) B (c0b0, . . . , cnbn).
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Remark 1. Since the space is invariant under reflections we have for the functions of the
normalized B-basis

Bi(t) = Bn−i(a + b − t), t ∈ [a, b], i = 0, . . . , n.

So we only need to compute half of the basis functions Bi, 0 ≤ i ≤ n/2.

§3. Designing with two angular frequencies

This section is devoted to the design of curves in the space

T̄1/2 = 〈1, t, cos t, sin t, cos(t/2), sin(t/2)〉,

on the interval t ∈ [0, 2π]. First we shall find the optimal basis (normalized B-basis) of T̄1/2
on [0, 2π] and later we shall use it for the design of some remarkable curves.

It is a well-known fact that the space 〈1, cos s, sin s, cos(2s), sin(2s)〉 of trigonometric
polynomials of degree 2 is an extended Chebyshev space on [0, 2π), that is, any nonzero
function of the space has at most dim T̄ ′1/2 − 1 = 4 zeros (counting multiplicities).

By Theorem 1, there exists a normalized B-basis on the space T̄1/2 on [0, 2π] if and only
if the space of the derivatives

T̄ ′1/2 = 〈1, cos t, sin t, cos(t/2), sin(t/2)〉

is an extended Chebyshev space. Taking s = t/2, the space is transformed into the space of
trigonometric polynomials of degree 2 on the interval [0, π]. As mentioned above, this space
is extended Chebyshev on each interval contained in [0, 2π).

Once we have shown the existence of a normalized B-basis, we proceed to its construction
following the steps described in Section 2.

Step 1. We start with the basis (u0, . . . , u5) given by

(1, t, 1 − cos t, t − sin t, 4 −
16
3

cos(t/2) +
4
3

cos t, 3t − 8 sin(t/2) + sin t),

t ∈ [0, 2π], whose wronskian matrix at t = 0

W(u0, . . . , u5)(0) =



1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 −1 0 1 0
0 0 0 −1 0 3/4


is lower triangular with positive diagonal entries.

Let us observe that u4(t) can be factorized as u4(t) = 8
3

(
1 − cos(t/2)

)2
.
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Step 2. We evaluate the wronskian matrix at t = 2π

W(u0, . . . , u5)(2π) =



1 2π 0 2π 32/3 6π
0 1 0 0 0 8
0 0 1 0 −8/3 0
0 0 0 1 0 −2
0 0 −1 0 5/3 0
0 0 0 −1 0 5/4


,

reverse the columns and compute the factorization, W(u5, . . . , u0)(2π) = LU obtaining

L =



1 0 0 0 0 0
4π−1/3 1 0 0 0 0

0 3π/16 1 0 0 0
−π−1/3 −1/4 2π−1 1 0 0

0 −15π/128 −5/8 3π/16 1 0
5π−1/24 5/32 −2π−1 −1 4π−1/3 1


,

U =



6π 32/3 2π 0 2π 1
0 −128π−1/9 −8/3 0 −5/3 −4π−1/3
0 0 π/2 1 5π/16 1/4
0 0 0 −2π−1 −3/8 −π−1/2
0 0 0 0 9π/128 3/32
0 0 0 0 0 −π−1/8


.

Step 3. In order to construct the basis (b0, . . . , b5) defined by

(b5,−b4, b3,−b2, b1,−b0) = (u5, u4, u3, u2, u1, u0)U−1,

we compute

U−1 =



π−1/6 1/8 0 0 −16π−1/9 −4/3
0 −9π/128 −3/8 −3π/16 −1 0
0 0 2π−1 1 −32π−1/9 −8/3
0 0 0 −π/2 −8/3 0
0 0 0 0 128π−1/9 32/3
0 0 0 0 0 −8π


.

Then we have

b5(t) B
1

6π
(
3t − 8 sin(t/2) + sin t

)
,

b4(t) B
1
8
(
3t − 8 sin(t/2) + sin t

)
−

3π
16

(
1 − cos(t/2)

)2
,

b3(t) B
2
π

(t − sin t) −
(
1 − cos(t/2)

)2
.

Step 4. Solving the system

L(c5, c4, c3, c2, c1, c0)T = (1, 0, 0, 0, 0, 0)T ,
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0.4

0.6

0.8

1

1 2 3 4 5 6

Figure 1: Normalized B-basis of T̄1/2 on [0, 2π].

we obtain c5 = 1, c4 = −4π−1/3, c3 = 1/4 and then the normalized B-basis (B0, . . . , B5) is
given by

B5(t) B
1

6π
(3t − 8 sin(t/2) + sin t) ,

B4(t) B
−1
6π

(3t − 8 sin(t/2) + sin t) +
1
4

(1 − cos(t/2))2 ,

B3(t) B
1

2π
(t − sin t) −

1
4

(1 − cos(t/2))2 ,

and by Remark 1, we obtain the remaining basis functions

B2(t) B B4(2π − t), B1(t) B B4(2π − t), B0(t) B B5(2π − t).

Figure 1 shows the graphs of the functions of the normalized B-basis of T̄1/2 on [0, 2π].
Now we are going to obtain control polygons of different curves. For this purpose, we

need the coefficients of some functions with respect to the normalized B-basis. The coeffi-
cients of the function t, shown in Table 1, are called the Greville abscissae and are used for
obtaining the control polygon(

0
c0

) (
3π/4

c1

) (
3π/4

c2

) (
5π/4

c3

) (
5π/4

c4

) (
2π
c5

)
of the graph of f (t) =

∑5
i=0 ciBi(t).

Table 1 contains the coefficients of the usual trigonometric functions cos t, sin t, the cy-
cloidal cosine, 1−cos t, and the cycloidal sine, t−sin t, with respect to the normalized B-basis.

Figure 2 (left) shows a circle (sin t, 1 − cos t), t ∈ [0, 2π], and its control polygon(
0
0

) (
3π/4

0

) (
3π/4

4

) (
−3π/4

4

) (
−3π/4

0

) (
0
0

)
.
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Function c0 c1 c2 c3 c4 c5

1 1 1 1 1 1 1
t 0 3π/4 3π/4 5π/4 5π/4 2π

cos t 1 1 -3 -3 1 1
sin t 0 3π/4 3π/4 −3π/4 −3π/4 0

1 − cos t 0 0 4 4 0 0
t − sin t 0 0 0 2π 2π 2π
sin(t/2) 0 3π/8 3π/8 3π/8 3π/8 0
cos(t/2) 1 1 0 0 −1 −1

(1 + cos t)/2 1 1 −1 −1 1 1

Table 1: Coefficients of relevant functions in T̄1/2

0

1

2

3

4

-3 -2 -1 3

control polygon

21
0

1

2

3

4

5

0 2 4 6

control polygon

Figure 2: Control polygon of a circle (left) and a complete cycloid arc (right) in T̄1/2

Figure 2 (right) shows the cycloid (t − sin t, 1 − cos t), t ∈ [0, 2π], and its control polygon(
0
0

) (
0
0

) (
0
4

) (
2π
4

) (
2π
0

) (
2π
0

)
.

Quadratic curves can also be represented in this space. In fact, the parabola y = x2,
x ∈ [−1, 1], can be represented in this space by the parametric curve (cos(t/2), (1 + cos t)/2),
t ∈ [0, 2π], which, in view of Table 1, has the following control polygon(

1
1

) (
1
1

) (
0
−1

) (
0
−1

) (
−1
1

) (
−1
1

)
.

Other remarkable parametric curves which can be represented in this space are

Cardioid: (a(2 cos(t/2) + 1 + cos t), a(2 sin(t/2) + sin t)),
Deltoid: (a(2 cos(t/2) + cos t), a(2 sin(t/2) − sin t)),
Trifolium: (a cos(3t/4) cos(t/4), a cos(3t/4) sin(t/4)).
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Figure 3: Cardioid, Deltoid and Trifolium
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Let us observe that these curves are defined on the parameter interval [0, 4π]. The rep-
resentation of (x(t), y(t)), t ∈ [0, 4π], x, y ∈ T̄1/2, requires two control polygons. The first
one is needed to represent the curve (x(t), y(t)), t ∈ [0, 2π], and the second one to represent
(x(t + 2π), y(t + 2π)), t ∈ [0, 2π]. Since the space T̄1/2 is invariant under translations, the
functions x(t + 2π), y(t + 2π), t ∈ [0, 2π], also belong to T̄1/2. In view of the symmetry of
these curves, x(4π − t) = x(t), y(4π − t) = −y(t), we have that the control polygon P̃0 · · · P̃5,
P̃i = (x̃i, ỹi), i = 0, . . . , 5, of the curve x(t + 2π), y(t + 2π), t ∈ [0, 2π], can be expressed in
terms of the control polygon P0 · · · P5, Pi = (xi, yi), i = 0, . . . , 5, of x(t), y(t), t ∈ [0, 2π], by

x̃i = x5−i, ỹi = −y5−i, i = 0, . . . , 5.

Figure 3 shows the cardiod (top), deltoid (middle) and Descartes’ trifolium (bottom), cor-
responding to the parameter value a = 1 and their corresponding couple of control polygons
with respect to the normalized B-basis of T̄1/2.
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SOME METHODS BASED
ON CUBIC SPLINES TO SOLVE

A REACTION-DIFFUSION PROBLEM:
UNIFORM CONVERGENCE FOR GLOBAL

SOLUTION AND NORMALIZED FLUX
Carmelo Clavero

Abstract. In this paper we combine the classical cubic spline with two different finite
difference schemes to find an approximation to the global solution and the global normal-
ized flux of a singularly perturbed boundary value problem of reaction-diffusion type. We
prove that if the schemes are constructed on a slight modification of a piecewise uniform
Shishkin mesh, then the numerical solutions are uniformly convergent for both the global
solution and the global normalized flux. We give theoretical error bounds showing the
order of uniform convergence of the methods and we display some numerical examples
corroborating in practice these orders of convergence.

Keywords: Reaction-diffusion problems, modified Shishkin mesh, cubic spline, global
solution, global normalized flux.
AMS classification: 65L10, 65L12, 65L20.

§1. Introduction

We consider the singularly perturbed reaction–diffusion two-point boundary-value problem

Lu(x) ≡ −εu′′(x) + b(x)u(x) = f (x), x ∈ D = (0, 1),
u(0) = A, u(1) = B,

(1)

where ε > 0 is a small parameter and b, f are sufficiently smooth functions such that b(x) ≥
β > 0 on D = [0, 1]. Under these assumptions it is well known (see [4]) that (1) has an unique
solution satisfying

|u(k)(x)| ≤ C
(
1 + ε−k/2e(x, x, β, ε)

)
, 0 ≤ k ≤ j + 1. (2)

where e(ξ1, ξ2, β, ε) = exp(−
√
βξ1/

√
ε) + exp(−

√
β(1 − ξ2)/

√
ε), and the value of j depends

on the smoothness of data b and f . Bounds (2) give the asymptotic behavior of the exact
solution of (1) with respect to the diffusion parameter ε, showing the presence of boundary
layers at both end points on D.

To approximate the solution of (1) it is essential to devise efficient methods, giving good
approximations for any value of the diffusion parameter ε, i.e., uniformly convergent meth-
ods. Many numerical methods having this property are developed in last years (see for in-
stance [3, 5, 7, 8]), showing in some cases uniform convergence only at the nodal points and



100 Carmelo Clavero

in other cases also uniform convergence for the global solution on D. In this paper we extend
the results of [6] by modifying the original piecewise uniform Shishkin mesh. We construct
some methods giving good approximations for the global solution and the global normalized
flux, by using a classical cubic spline based on the numerical solutions at mesh points.

The paper is organized as follows: in Section 2, we present the numerical methods used
to solve (1) and we define the numerical cubic spline associated to the numerical solutions at
mesh points. In Section 3 we prove the uniform convergence of the cubic spline in the approx-
imation of both the global solution and the global normalized flux. Finally, in Section 4 we
show some results obtained by the numerical methods in a particular example, corroborating
in practice the theoretical results. Henceforth, C denotes any positive constant independent
of the diffusion parameter ε and the discretization parameter N. C can take different values
at different places.

§2. The finite difference schemes

The first step to define the finite difference scheme is to construct the mesh. Then, following
[4], the domain D is divided into three subintervals as D = [0, σ) ∪ [σ, 1 − σ] ∪ (1 − σ, 1],
where σ is the transition parameter given by

σ = min
{
1/4, σ0

√
ε ln N

}
, (3)

and σ0 is a positive constant. On the subintervals [0, σ] and [1 − σ, 1] an uniform mesh with
N/4 mesh intervals are placed, while [σ, 1−σ] has an uniform mesh with N/2 mesh intervals.
Obviously the mesh is uniform whenσ = 1/4. The mesh size in [σ, 1−σ] is H = 2(1−2σ)/N,
and in [0, σ]

⋃
[1 − σ, 1] it is h = 4σ/N. Let DN ≡ {xi : 0 = x0 < · · · < xN = 1 } be the mesh

and we denote by hi+1 = xi+1 − xi, i = 0, 1, . . . ,N − 1.
For the exact values u(xi) i = 0, . . . ,N, of the function u at the nodal points, it s well

known that there exists an interpolating cubic spline s(x) given by

s(x) =
(xi+1 − x)3

6hi+1
Mi +

(x − xi)3

6hi+1
Mi+1 +

ui −
h2

i+1

6
Mi

 ( xi+1 − x
hi+1

)
+

+

ui+1 −
h2

i+1

6
Mi+1

 ( x − xi

hi+1

)
, xi ≤ x ≤ xi+1, i = 0, . . . ,N − 1,

(4)

where ui = u(xi), Mi = u′′(xi), i = 0, . . . ,N. From this cubic spline the approximation to the
global normalized flux is obtained by

√
εs′(x).

To calculate a numerical cubic spline, we can use the discrete solution Ui, i = 0, . . .N,
given by a finite difference scheme at mesh points, and then, defining Mi = (biUi − fi)/ε,
i = 0, . . .N, the numerical cubic spline is defined as

S (x) =
(xi+1 − x)3

6hi+1
Mi +

(x − xi)3

6hi+1
Mi+1 +

Ui −
h2

i+1

6
Mi

 ( xi+1 − x
hi+1

)
+

+

Ui+1 −
h2

i+1

6
Mi+1

 ( x − xi

hi+1

)
, xi ≤ x ≤ xi+1, i = 0, . . . ,N − 1.

(5)
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This spline gives an approximation to the exact solution of the boundary value problem (1) at
the whole domain D and also an approximation to the normalized flux by using

√
εS ′(x).

To obtain the uniform convergence for the global solution and the global normalized flux,
it will be necessary to use a slight modification of the original Shsihkin mesh. Following
the original idea of Surla (see [8]), we define a new parameter H =

√
ε/βN ln N and we

construct a modified Shishkin mesh as follows. If H/2 ≤ H the mesh is the same that the
original Shishkin mesh; on the other hand, when H/2 > H, we introduce two new points,
xN/4 = xN/4 + H and x3N/4 = x3N/4 − H. So, in this case the number of mesh points is
N1 = N + 2, and they are given by

xi =



ih, i = 0, 1, . . . ,N/4,

σ + H, i = N/4 + 1,
σ + (i − 1 − N/4)H, i = N/4 + 2, . . . , 3N/4,

1 − σ − H, i = 3N/4 + 1,
1 − σ, i = 3N/4 + 2,
1 − σ + (i − 3N/4 + 2)h, i = 3N/4 + 3, . . . ,N1

(6)

On this modified Shishkin mesh we consider two different finite difference schemes. The first
one, constructed in [6], is a hybrid scheme defined as

LNUN
i ≡ r−i UN

i−1 + rc
i UN

i + r+
i UN

i+1 = q−i fi−1 + qc
i fi + q+

i fi+1, 1 ≤ i ≤ N − 1,

UN
0 = A, UN

N = B,
(7)

where for indices i = 1, . . . ,N/4 − 1 and also 3N/4 + 1, . . . ,N − 1, the coefficients of the
scheme are given by

r−i =
−3ε

hi(hi + hi+1)
+

hi

2(hi + hi+1)
bi−1, rc

i =
3ε

hihi+1
+ bi,

r+
i =

−3ε
hi+1(hi + hi+1)

+
hi+1

2(hi + hi+1)
bi+1,

q−i =
hi

2(hi + hi+1)
, qc

i = 1, q+
i =

hi+1

2(hi + hi+1)
,

(8)

and for indices i = N/4, . . . , 3N/4, the coefficients are now given by

r−i =
−2ε

hi(hi + hi+1)
, rc

i =
2ε

hihi+1
+ bi, r+

i =
−2ε

hi+1(hi + hi+1)
,

q−i = 0, qc
i = 1, q+

i = 0.
(9)

The second method is the HOC (High Order Compact) scheme constructed in [3], which is
defined as

Lε,N[Ui] ≡ r−i Ui−1 + rc
i Ui + r+

i Ui+1 = QN( fi), 1 ≤ i ≤ N − 1,
U0 = A, UN = B,

(10)
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where the coefficients are given by

r−i =
−2ε

(hi + hi+1)hi
− δi,N/4

(hi+1 − hi)bi

3hi
−

(h3
i+1 + h3

i )b′i
6(hi + hi+1)hi

sgn b′i ,

r+
i =

−2ε
(hi + hi+1)hi+1

+ δi,3N/4
(hi+1 − hi)bi

3hi+1
+

(h3
i+1 + h3

i )b′i
6(hi + hi+1)hi

(1 − sgn b′i),

rc
i = −r−i − r+

i + Q2
N(bi),

(11)

whit sgn zi = 1, if zi ≥ 0 and sgn zi = 0, if zi < 0, δil = 1 if i = l, δil = 0 if i , l and

QN(zi) ≡ zi +
hi+1 − hi

3

(
z′i +

bizi

2ε
(
δi,N/4hi − δi,3N/4hi+1

))
+

+
h3

i+1 + h3
i

12(hi + hi+1)

(
z′′i +

bizi

ε
+

b′izi

ε
(hisgn b′i − (1 − sgn b′i)hi+1)

)
.

(12)

§3. Uniform convergence for the global solution and the normalized flux

In this section we give the main results showing the uniform convergence for the global
solution and for the global normalized flux, using the cubic spline together with the two finite
difference schemes previously defined.

Theorem 1. Let u(x) be the solution of (1) and S (x) be the numerical spline given in (5),
based on the solution of the finite difference scheme (7)–(9) constructed on the modified
Shishkin mesh (6). Then, the error satisfies

|S (x) − u(x)| ≤
(
N−2 ln2 N + N3−

√
βσ0 ln3 N

)
, ∀x ∈ D. (13)

Proof. We only give the main ideas of the proof; for full details see [2]. Let xi ≤ x ≤ xi+1,
i = 0, . . . ,N − 1, be; then, using (4), (5), Taylor expansions and the bounds (2) for the
derivatives of the exact solution u, we can prove that

|s(x) − u(x)| ≤ Ch3
i+1

(
1 + ε−3/2e(xi, xi, β, ε)

)
, if x ≤ 1/2,

|s(x) − u(x)| ≤ Ch3
i+1

(
1 + ε−3/2e(xi+1, xi+1, β, ε)

)
, if x ≥ 1/2,

|s(x) − S (x)| ≤ C
(
1 + b∗h2

i+1/ε
)

max{|ui − Ui|, |ui+1 − Ui+1|},

(14)

where b∗ = max
x∈D

b(x). Then, if σ = 1/4 and ε−1/2 ≤ C ln N, it is straightforward to obtain that

|S (x) − u(x)| ≤ C
(
N−3 ln3 N + N−

√
βσ0

)
. (15)

On the other hand, when 1/4 > σ0
√
ε ln N, we distinguish several cases depending on the

location of the mesh point xi, concretely when xi is inside the boundary layer, outside the layer
or xi is one of the transition pointsσ or 1−σ. From the uniform stability of the hybrid scheme,
easily we have |s(x)−S (x)| ≤ C

(
1 + b∗h2

i+1/ε
)
|τi|, where the local error at xi satisfies (see [6])
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τi = (ε/H2) (R3(xi, xi+1, u) + R3(xi, xi−1, u)), where Rn(a, p, g) = (1/n!)
∫ p

a
(p − ξ)g(n+1)(ξ)dξ

denotes the remainder of the Taylor expansion. Using the integral form for the remainder,
integrating by parts and taking into account that e(x j, x j, β, ε) ≤ N−

√
βσ0 , j = i − 1, i, i + 1, it

is possible to prove the required result. �

Theorem 2. Let
√
εu′(x) be the normalized flux of (1) and

√
εS ′(x) be the normalized flux

obtained from the cubic spline based on the numerical solution of the finite difference scheme
(7)–(9) constructed on the modified Shishkin mesh (6). Then, for any x ∈ D, it holds

√
ε
∣∣∣S ′(x) − u′(x)

∣∣∣ ≤ C(N−2 ln3 N + N3−
√
βσ0 ln3 N), if N−1 >

√
ε,

C(N−1 √ε ln2 N + N1−
√
βσ0 ), if N−1 ≤

√
ε.

(16)

Proof. The proof follows similar ideas to these ones of Theorem 1. Again we take xi ≤ x ≤
xi+1, i = 0, . . . ,N − 1. Now it is possible to obtain that

√
ε
∣∣∣s′(x) − u′(x)

∣∣∣ ≤ C
√
εh3

i+1

(
1 + ε−2e(xi, xi, β, ε)

)
, if x ≤ 1/2,

√
ε
∣∣∣s′(x) − u′(x)

∣∣∣ ≤ C
√
εh3

i+1

(
1 + ε−2e(xi+1, xi+1, β, ε)

)
, if x ≥ 1/2,

√
ε
∣∣∣s′(x) − S ′(x)

∣∣∣ ≤ C
(√
ε/hi+1 + b∗hi+1/

√
ε
)

max{|ui − Ui| , |ui+1 − Ui+1|}.

(17)

Then, using Taylor expansions with the remainder in integral form and distinguishing the
cases when the mesh is or non uniform and depending on the location of the mesh point in
the domain (inside the layer, outside the layer or the transition points), it is not difficult to
prove the required result. �

Remark 1. From Theorems 1 and 2 we see that if
√
βσ0 ≥ 5, then the global solution has

order of uniform convergence O(N−2 ln3 N) and the global normalized flux has almost second
order of uniform convergence except for N−1 ≤

√
ε, which is less interesting in practice. Our

computational results in the next section show that even when N−1 ≤
√
ε the results show the

same orders of convergence than for N−1 >
√
ε.

The two following theorems prove the uniform convergence for the global solution and
for the global normalized flux, when the HOC scheme is used. Their proof is similar to this
one of the two previous theorems for the hybrid scheme; full details can be found in [1].
Theorem 3. Let u the solution of (1) and S the numerical spline given in (5), based on the
solution of the finite difference scheme (10)–(12) constructed on the modified Shishkin mesh
(6). Then, the error satisfies

|S (x) − u(x)| ≤
(
N−4 ln4 N + N4−

√
βσ0 ln4 N

)
, ∀x ∈ D. (18)

Theorem 4. Let
√
εu′ be the normalized flux of (1) and

√
εS ′ be the normalized flux obtained

from the cubic spline approximations, based on the numerical solution of the finite difference
scheme (10)–(12) constructed on the modified Shishkin mesh (6). Then, for any x ∈ D, it
holds

√
ε
∣∣∣S ′(x) − u′(x))

∣∣∣ ≤


C(N−4 ln4 N + N4−
√
βσ0 ), if x = (xi + xi+1)/2, N−1 >

√
ε,

(N−3 √ε ln4 N + N1−
√
βσ0 ), if x = (xi + xi+1)/2, N−1 ≤

√
ε,

C(N−3 √ε ln4 N + N3−
√
βσ0 ln3 N), in other case.

(19)
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Method N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048

hybrid 7.2314E−1 2.0974E−1 5.1976E−2 1.4784E−2 4.5414E−3 1.4013E−3 4.2698E−4 1.2885E−4
scheme 1.7857 2.0127 1.8138 1.7028 1.6964 1.7145 1.7285

HOC 3.0110E+0 8.8361E−1 1.9046E−1 3.1506E−2 4.2628E−3 4.9632E−4 5.1766E−5 4.9917E−6
scheme 1.7687 2.2139 2.5958 2.8858 3.1025 3.2612 3.3744

Table 1: Uniform errors and uniform orders for the global solution

Remark 2. From Theorems 3 and 4 it follows that if
√
βσ0 ≥ 8, then the approximation to

the global solution has order of uniform convergence O(N−4 ln4 N), and the approximation to
the global normalized flux has almost fourth order of uniform convergence at midpoints and
almost third order in the rest, for all cases except for N−1 ≤

√
ε. Again, the computational

results show that if N−1 ≤
√
ε, the same orders of convergence than in the case N−1 >

√
ε

are obtained.

§4. Numerical Experiments

To illustrate the efficacy of our numerical methods, we solve the problem

−εu′′(x) + (1 + x2 + cos(πx))u(x) = 1 + x4.5 + sin(πx), x ∈ (0, 1), u(0) = 0, u(1) = 0,

for which the exact solution is unknown. We are only interested in the errors outside the
mesh points; then, in the tables we will show the errors at midpoints, x = (xi + xi+1)/2, of the
corresponding modified Shishkin mesh. To approximate the maximum errors at midpoints
we use a variant of the double mesh principle (see [4]). The idea is to calculate the numerical
solution UN on the modified Shishkin mesh DN and also the numerical solution ŨN on a new
mesh D̃N , for which the transition parameter is now given by σ̃ = min

{
1/4, σ0

√
ε ln (N/2)

}
.

This slightly altered value of σ will ensure that the positions of transition points remain
the same in meshes DN and D̃2N and the midpoints x = (xi + xi+1)/2 of the mesh DN are
also mesh points of the mesh D̃2N . Then the errors at midpoints are obtained by EN

ε =

maxx |S N(x)−S̃ 2N(x)|, EN = maxε EN
ε , where S N and S̃ 2N are the splines defined by (5) on the

meshes DN and D̃2N respectively. From these errors, the numerical orders of convergence and
the uniform orders of convergence are given by pN

ε = log2

(
EN
ε /E

2N
ε

)
, pN = log2

(
EN/E2N

)
.

We show the results on the range of values ε = 20, 2−2, 2−4, . . . , 2−48.
Table 1 displays the results for the hybrid and the HOC scheme. For each scheme, the

first row gives the uniform maximum errors EN and the second one the uniform orders of
convergence pN . From this table we deduce the almost second order of uniform convergence
for the hybrid scheme and the fourth order of uniform convergence, except by the logarithmic
factor, for the HOC scheme, in agreements with Theorems 1 and 3 respectively.

To compare the efficacy of the methods, we show the results obtained by using the scheme
developed in [8], based on a spline collocation method. Table 2 displays the results obtained
in this case; from it we see that if the diffusion parameter ε is not very small then the re-
sults are good confirming the almost second order of uniform convergence. Nevertheless,
for ε sufficiently small the maximum errors do not stabilize for any value of the discretiza-
tion parameter N, and therefore the method does not show the uniform convergence for the
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Method N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048

ε = 2−8 4.4875E−2 1.1582E−2 2.9268E−3 7.3339E−4 1.8337E−4 4.5846E−5 1.1461E−5 2.8654E−6
1.9540 1.9846 1.9966 1.9998 1.9999 2.0000 2.0000

ε = 2−16 4.9999E−1 1.9545E−1 6.2321E−2 2.6428E−2 8.6093E−3 2.7160E−3 8.4123E−4 2.5446E−4
1.3551 1.6490 1.2377 1.6181 1.6644 1.6909 1.7250

ε = 2−24 5.0940E−1 1.9767E−1 6.2740E−2 2.6489E−2 8.6265E−3 2.7211E−3 8.4278E−4 2.5493E−4
1.3657 1.6556 1.2440 1.6185 1.6646 1.6909 1.7251

ε = 2−32 1.2115E+0 3.9149E−1 6.2766E−2 2.6493E−2 8.6276E−3 2.7214E−3 8.4288E−4 2.5496E−4
1.6297 2.6409 1.2444 1.6186 1.6646 1.6909 1.7251

ε = 2−40 1.5892E+1 5.3076E+0 4.4122E−1 4.7986E−2 8.6277E−3 2.7214E−3 8.4288E−4 2.5496E−4
1.5822 3.5885 3.2008 2.4756 1.6646 1.6909 1.7251

ε = 2−44 6.2879E+1 2.1047E+1 1.7229E+0 1.8829E−1 2.1247E−2 2.7214E−3 8.4288E−4 2.5496E−4
1.5789 3.6108 3.1938 3.1476 2.9649 1.6909 1.7251

ε = 2−48 2.5082E+2 8.4008E+1 6.8499E+0 7.4981E−1 8.9050E−2 9.8585E−3 8.4288E−4 2.5675E−4
1.5781 3.6164 3.1915 3.0738 3.1752 3.5480 1.7150

Table 2: Uniform errors and uniform orders for the global solution using the Surla scheme

Method N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048

hybrid 4.8352E−2 4.5769E−2 3.3284E−2 1.8024E−2 7.8996E−3 2.9894E−3 1.0135E−3 3.2552E−4
scheme 0.0792 0.4595 0.8849 1.1900 1.4019 1.5605 1.6386

HOC 2.7893E−1 1.1928E−1 4.2171E−2 1.2092E−2 2.7963E−3 5.5628E−4 1.0096E−4 1.7301E−5
scheme 1.2256 1.5000 1.8022 2.1125 2.3296 2.4620 2.5449

Table 3: Uniform errors and uniform orders for the global normalized flux

global solution. So, we can conclude that this method is considerably worse than these ones
developed in this paper.

To approximate the errors associated to the normalized flux, again only at midpoints
x = (xi + xi+1)/2 of the modified Shishkin mesh, the first idea is to use the derivatives of
the numerical splines S N and S̃ 2N defined on the meshes DN and D̃2N respectively; then, we
calculate FN

ε = maxx
√
ε
∣∣∣S ′N(x) − S̃ ′2N(x)

∣∣∣, FN = maxε FN
ε . From these values, the order

of convergence and the ε-uniform order of convergence for the flux are calculated by qN
ε =

log2

(
FN
ε /F

2N
ε

)
, qN = log2

(
FN/F2N

)
.

From Table 3 we cannot observe the predicted almost fourth order of convergence for the
normalized flux at midpoints. The reason is related with the use of the double mesh principle,
because the midpoint of one mesh is becoming the nodal point in doubling the mesh. Then,
to find the errors for the normalized flux we use a second numerical idea. We consider a
new mesh DN where the mesh points are x3i = xi, x3i+1 = xi + hi+1/3, x3i+2 = xi + 2hi+1/3,
i = 0, 1, . . . ,N − 1, and x3N = xN . We denote by U3N the numerical solution on this mesh
and S 3N the corresponding cubic spline. Then, the error associated to the normalized flux at
any point x which is not a mesh point, is calculated by

√
ε
∣∣∣S ′N(x) − S ′3N(x)

∣∣∣. Table 4 displays
the results obtained by using this idea; from it we deduce the almost fourth order of uniform
convergence according with Theorem 4.
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Method N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024 N = 2048

HOC 2.2766E−1 7.7506E−2 2.0308E−2 4.2751E−3 7.6856E−4 1.0860E−4 1.2598E−5 1.2857E−6
scheme 1.5545 1.9323 2.2480 2.4757 2.8231 3.1078 3.2925

Table 4: Uniform errors and uniform orders for the global normalized flux
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SYMMETRIC AND ROW SCALES
PARTIAL PIVOTING STRATEGIES

V. Cortés and J. M. Peña

Abstract. Row and symmetric scaled partial pivoting strategies present nice stability
properties for some classes of matrices. In this paper both kinds of strategies are com-
pared. Following [17], the average normalized growth factor for random matrices asso-
ciated to Gauss elimination with scaled partial pivoting strategies for several norms is
approximated by power functions. For nonsingular M-matrices, an economic implemen-
tation of the symmetric scaled partial pivoting for the 1-norm is presented.

Keywords: Gauss elimination, scaled pivoting, growth factor, conditioning, M-matrices.
AMS classification: 65F05, 65F35, 65G50.

§1. Introduction

Several pivoting strategies for Gauss elimination, such as partial and complete pivoting, have
been deeply studied. Their growth factor has been analyzed from several points of view.
The nice behaviour of a pivoting strategy introduced recently, and called rook pivoting, has
been analyzed in several papers (see, for instance, [4] and [13]–[15]). This paper considers
scaled partial pivoting strategies, which present very nice properties when dealing with some
important classes of matrices, as we shall recall and show in this paper. These pivoting
strategies have been frequently used in the literature and even in basic books such as [3]. In
[14], it is established that row scaled partial pivoting is generally successful when the larger
elements of the coefficient matrix of a linear system Ax = b are uniformly distributed across
its rows and columns. One of the attractive features of scaled partial pivoting (SPP) is that the
accuracy of the computed solution of a linear system by SPP is essentially independent of row
scaling of the coefficient matrix. Thus, if the matrix is ill-conditioned due to bad row scaling,
then a highly accurate solution can usually be obtained with SPP. A nice explanation of the
advantages of SPP comes from the underlying hyperplane geometry of Gauss elimination
(see [7] and [14]), as recalled in Section 2.

There are two types of SPP strategies: row SPP and symmetric SPP strategies (see defini-
tions in Section 2). In this paper we compare the properties of these two types of strategies.
Besides, there is scarce literature about their stability properties when applied to general or
random matrices. This is another topic considered in this paper. Rice (see [16, p. 44]) and
Poole and Neal [13] noted that if the elements of the coefficient matrix of a linear system are
of uniform size, the computations are more robust. In [17] and [5], the average normalized
growth factor for random matrices has been analyzed for several pivoting strategies different
from SPP. We analyze the average normalized growth factor for SPP strategies.

In general, a drawback of SPP is its high computational cost. It requires O(n3) elementary
operations in addition to the computational cost of the Gauss elimination of an n × n matrix.
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However, its implementation for special classes of matrices can have lower computational
cost.

Let us now mention two classes of matrices playing an important role in many applica-
tions where SPP strategies present very nice properties. In the first case (with sign regular
matrices), the implementation of the pivoting strategy was performed in [10] and the good
properties correspond to row SPP. The second case (with M-matrices) is a novelty of this
paper and now the good properties correspond to symmetric SPP. The two classes of matrices
are:

• Nonsingular sign regular matrices. An n × n matrix A is sign regular if, for each k with
1 ≤ k ≤ n, all minors of order k have the same sign. Due to their variation diminishing
properties, these matrices present important applications in many fields, such as Approxi-
mation Theory, Statistics or Computer Aided Geometric Design (see references in [10]). In
[10] it was proved that row SPP for any strictly monotone vector norm can be implemented
increasing the computational cost of Gauss elimination with O(n) elementary operations,
a cost considerably lower than that of partial pivoting. In addition the growth factor is
optimal (see Corollary 2.4).

• Nonsingular M-matrices. A nonsingular matrix A is an M-matrix if it has positive diagonal
entries, nonpositive off-diagonal entries and A−1 is nonnegative. Nonsingular M-matrices
present many applications to Numerical Analysis, Dynamic Systems, Economics and Lin-
ear Programming, among other fields. In Section 3, we show how to implement with low
computational cost (increasing the computational cost of Gauss elimination with O(n2) el-
ementary operations) the symmetric SPP for ‖ · ‖1 in the class of nonsingular M-matrices.
We also show that the growth factor is optimal.

We now introduce some basic notations. Given k, l ∈ {1, 2, . . . , n}, let α (resp., β) be any
increasing sequence of k (resp., l) positive integers less than or equal to n. Let A be a real
square matrix of order n. Then we denote by A[α|β] the k × l submatrix of A containing rows
numbered by α and columns numbered by β. Besides let A[α] B A[α|α]. Gauss elimination
transforms a linear system Ax = b into an equivalent upper triangular linear system Ux = c.
Gauss elimination with a given pivoting strategy, for nonsingular matrices A, consists of a
succession of at most n − 1 major steps resulting in a sequence of matrices as follows:

A = A(1) −→ Ã(1) −→ A(2) −→ Ã(2) −→ · · · −→ A(n) = Ã(n) = U,

where A(t) = (a(t)
i j )1≤i, j≤n has zeros below its main diagonal in the first t − 1 columns. The ma-

trix Ã(t) = (ã(t)
i j )1≤i, j≤n is obtained from the matrix A(t) by reordering the rows and/or columns

t, t + 1, . . . , n of A(t) according to the given pivoting strategy and satisfying ã(t)
tt , 0. To ob-

tain A(t+1) from Ã(t) we produce zeros in column t below the pivot element ã(t)
tt by subtracting

multiples of row t from the rows beneath it. Rows 1, 2, . . . , t are not altered. If P is the permu-
tation matrix associated to the pivoting strategy and B B PA, then the Gauss elimination of B
can be performed without row exchanges and we say that we have performed a row pivoting
strategy. Finally, if B = PT AP we say that we have performed a symmetric pivoting strat-
egy. In Section 4.2.9 of [8], symmetric pivoting strategies are applied to symmetric matrices.
However, in this paper we can apply them to unsymmetric matrices.
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§2. Row SPP strategies versus symmetric SPP strategies

A row (resp., symmetric) scaled partial pivoting strategy for a norm ‖·‖ consists of an implicit
scaling by the norm ‖ · ‖ followed by partial (resp., symmetric and partial) pivoting. Let r(t)

i
denote the ith row (t ≤ i ≤ n) of the submatrix A(t)[t, t + 1, . . . , n]. For each t (1 ≤ t ≤ n − 1),
these strategies look for the first integer it (t ≤ it ≤ n) satisfying

|a(t)
it t
|

‖r(t)
it
‖

= max
t≤i≤n

|a(t)
it |

‖r(t)
i ‖

(resp.,
|a(t)

it it
|

‖r(t)
it
‖

= max
t≤i≤n

|a(t)
ii |

‖r(t)
i ‖

).

We shall deal with monotone vector norms. As examples of monotone vector norms, we
can consider the vector norms ‖ · ‖2, ‖ · ‖1, ‖ · ‖∞. In the particular case of ‖ · ‖2, the associated
SPP strategy for Gauss elimination is called Euclidean scaled partial pivoting (ESPP) and has
a nice geometric interpretation remarked in [13]. This strategy leads to a triangular system
where the hyperplane of Rn associated to its ith equation (i = 1, 2, . . . , n) is well oriented with
respect to the xi-axis. We mean that, in step i, we select as the ith hyperplane the one which
is the most orthogonal to the xi-axis (observe that the strategy is based on direction cosines).

Let us compare row SPP and symmetric SPP strategies with respect to theoretical bounds
for the growth factor. Given a matrix M, |M| will denote the matrix whose entries are given
by the absolute values of the entries of M. The growth factor is an indicator of the stability
of Gauss elimination. Given an n × n nonsingular matrix A, let us consider the growth factor
given by

ρn(A) B
‖|L| |U |‖∞
‖A‖∞

, (1)

where LU is the triangular factorization of the matrix B = PAQ and P,Q are the permutation
matrices associated to the pivoting strategy. Amodio and Mazzia (see [2] p. 398) introduced
the number

ρN
n (A) B

maxt ‖A(t)‖∞

‖A‖∞
(2)

and have shown its nice behavior for the error analysis of Gauss elimination.
In Corollary 4.2 of [12] it was found an upper bound for the growth factor associated to

row SPP strategy for ‖ · ‖1: it satisfies ρN
n (A) ≤ 2n−1, analogously to the theoretical bound

satisfied by partial pivoting (see [2]). The following example shows that, in contrast, the
growth factor of symmetric SPP strategies can be arbitrarily large even for 2 × 2 matrices.
Example 1. Let us consider ε > 0, the matrix A and the upper triangular matrix U obtaining
after applying Gauss elimination with any symmetric SPP strategy (which does not produce
row and column exchanges):

A =

(
ε 1
1 ε

)
, U =

(
ε 1
0 ε − 1/ε

)
.

Observe that ρN
2 (A) =

(1/ε)−ε
1+ε

= 1−ε
ε

is arbitrarily large.
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Let us mention that we shall see at the end of this section that the growth factor of sym-
metric SPP strategies for random matrices is not as catastrophic as in the previous example.

In Theorem 2.2 of [9] it was proved that, given a nonsingular matrix A, if there exists a
permutation matrix P such that the LU-factorization of the matrix B = PA satisfies |LU | =
|L| |U |, then P is associated with the row scaled partial pivoting for any strictly monotone
vector norm. This can be used to derive nice backward error bounds (see [9]). This happens,
for instance, with the class of sign-regular matrices, as shown in [10]. The following result
shows that the growth factors defined in (1) and (2) are optimal under the previous hypothesis.

Proposition 1. Let A be an n × n nonsingular matrix. If there exists a permutation matrix P
such that the LU-factorization of the matrix PA satisfies |LU | = |L| |U |, then P is associated
to the row SPP for a strictly monotone vector norm ‖ · ‖ and this strategy satisfies

ρn(A) = 1, ρN
n (A) = 1.

Proof. The first part of the proposition is consequence of Theorem 2.2 of [9]. The result
ρn(A) = 1 follows from the hypothesis |LU | = |L| |U |.

Since P is the permutation matrix associated to the row SPP strategy, the Gauss elimina-
tion of B B PA can be performed without row exchanges and so, if B = LU with L a lower
triangular matrix with unit diagonal and U a nonsingular upper triangular matrix, then

B(t)[t, . . . , n] = L[t, . . . , n]U[t, . . . , n]

and
B(t)[1, . . . , t − 1|1, . . . , n] = U[1, . . . , t − 1|1, . . . , n].

From the previous formulas, we can conclude that ‖A(t)‖∞ = ‖B(t)‖∞ ≤ ‖|L| |U |‖∞ = ‖A‖∞ for
all t = 1, . . . , n − 1. Thus, ρN

n (A) = 1. �

An analogous result to Proposition 1 does not hold for symmetric SPP strategies.

Example 2. The following nonsingular matrix A has associated a permutation matrix P such
that the LU-factorization of the matrix PAPT satisfies |PAPT | = |L| |U |:

A =

 1 1 4
1/2 2 3
4 3 20

 , P =

0 1 0
1 0 0
0 0 1

 , L =

 1 0 0
1/2 1 0
3/2 13/3 1

 , U =

2 1/2 3
0 3/4 5/2
0 0 14/3

 .
However, P is not associated to the symmetric SPP strategy for ‖ · ‖1. This strategy is associ-
ated to the permutation matrix Q and it can also be checked that |QAQT | , |L̃||Ũ |, where L̃Ũ
is the LU-factorization of the matrix QAQT :

Q =

0 0 1
0 1 0
1 0 0

 , L̃ =

 1 0 0
3/20 1 0
1/5 8/31 1

 , Ũ =

20 3 4
0 31/20 −1/10
0 0 7/31

 .
As an application of Proposition 1, let us see that the pivoting strategy introduced in [10]

for nonsingular sign regular matrices and called first-last pivoting presents optimal growth
factors (1) and (2). Let us also recall that this pivoting strategy increases the computational
cost of Gauss elimination in only O(n) elementary operations.
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Corollary 2. Let A be an n × n nonsingular sign regular matrix. The growth factors (1) and
(2) of the first-last pivoting satisfy

ρn(A) = 1, ρN
n (A) = 1. (3)

Proof. By Corollary 3.5 of [10], the permutation matrix P associated with the first-last piv-
oting strategy satisfies that PA admits an LU-decomposition PA = LU with |PA| = |L| |U |.
By Corollary 3.6 of [9], this matrix P coincides with the permutation matrix associated with
any scaled partial pivoting strategy for a strictly monotone vector norm. Then, by Proposition
2.2, the growth factors (1) and (2) of the first-last pivoting satisfy (3). �

Another good property for backward stability is diagonal dominance. In fact, nice sta-
bility properties satisfied when the resultant matrix U is diagonally dominant by rows are
described in [11]. In Section 3, we shall see that this happens when we apply symmetric SPP
to a nonsingular M-matrix.

As commented in the introduction, SPP strategies present very good stability properties
for some special classes of matrices capable of good properties in this sense. Here we analyze
the behavior for random matrices. The behavior is worse than with partial pivoting but better
than with other strategies considered in [17].

Stability of Gauss elimination with partial pivoting on average was analyzed through
numerical experiments in [17]. In [5], the stability on average was studied for some pivoting
strategies intermediate between partial pivoting and rook pivoting (see [15], [4]). Here we
consider the stability on average of row SPP strategies. Following [17], we have considered
matrices whose elements are independent samples of the standard normal distribution of mean
0 and variance 1. In the numerical experiments these n × n matrices are selected at random,
with the sample size N diminishing with n to keep the computing time within reasonable
bounds. A typical set of dimensions and sample sizes are listed below, although for some of
our experiments the samples were larger:

dimension n 2 4 8 16 32 64 128 256 512 1024

sample size N 4096 2048 1024 512 256 128 64 32 20 10

We also modify the classical definition of growth factor due to Wilkinson dividing by the
standard deviation σA of the initial element distribution:

ρ̂ B
maxi, j,k |a

(k)
i j |

σA
,

which will be called the average normalized growth factor.
In [17] it was shown that the average normalized growth factor of the partial pivoting and

complete pivoting for random n × n matrices was very close to n2/3 and n1/2, respectively.
Now, let us show in Figure 1 and Table 1 the average normalized growth factor of some row
scaled partial pivoting strategies: ρ̂2 (corresponding to row SPP for ‖ · ‖2), ρ̂1 (corresponding
to row SPP for ‖ · ‖1) and ρ̂∞ (corresponding to row SPP for ‖ · ‖∞). The calculations were
performed with MATLAB.
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Figure 1: Approximations for ρ̂2 and ρ̂1 (left) and for ρ̂∞ (right)

n ρ̂2 ρ̂1 n0.718

2 1.5695 1.5763 1.6449

4 2.4725 2.4966 2.7057

8 3.8001 4.0399 4.4506

16 6.6124 7.0371 7.3208

32 12.0579 12.9469 12.0420

64 21.1924 21.7841 19.8078

128 35.3150 35.2997 32.5819

256 57.0067 54.9150 53.5940

512 85.2017 88.5132 88.1568

1024 141.0891 144.0571 145.0091

n ρ̂∞ n0.73

2 1.5534 1.6586

4 2.5188 2.7511

8 4.1648 4.5631

16 7.3439 7.5685

32 13.1250 12.5533

64 23.4446 20.8215

128 39.0697 34.5353

256 60.4346 57.2816

512 94.7647 95.0095

1024 147.0777 157.5865

Table 1: Approximations for ρ̂2 and ρ̂1 (left) and for ρ̂∞ (right)
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n ρ̃1 n0.73 ρ̃2 n0.728 ρ̃∞ n0.734

2 2.9984 1.6586 2.9867 1.6563 2.9397 1.6632

4 5.0854 2.7511 5.0893 2.7435 4.8774 2.7664

8 8.0621 4.5631 7.6822 4.5441 8.0890 4.6012

16 12.4662 7.5685 12.5019 7.5266 12.4775 7.6529

32 19.9420 12.5533 19.2773 12.4666 19.6611 12.7286

64 29.4259 20.8215 29.7842 20.6490 28.8675 21.1707

128 47.7391 34.5353 45.2706 34.2018 48.2033 35.2121

256 75.1349 57.2816 73.1623 56.6498 72.1990 58.5663

512 107.4418 95.0095 104.2726 93.8315 101.2777 97.4101

1024 139.9168 157.5865 139.6121 155.4169 149.4781 162.0168

Table 2: Approximation for ρ̃1, ρ̃2, ρ̃∞

In Figure 1, we observe a very slightly better behavior in the cases of norms ‖ · ‖1 and ‖ · ‖2
than with ‖ ·‖∞, and slightly worse bounds than with partial pivoting. The average normalized
growth factor can be approximated by n0.718 for the two first norms and by n0.73 for ‖ · ‖∞.

Now, let us calculate the average normalized growth factor of some symmetric scaled
partial pivoting strategies: ρ̃1 (corresponding to symmetric SPP for ‖ · ‖1), ρ̃2 (corresponding
to symmetric SPP for ‖ · ‖2) and ρ̃∞ (corresponding to symmetric SPP for ‖ · ‖∞). The results
are given in Table 2. We note that, in the numerical experiments with symmetric scaled partial
pivoting, we have refused the test matrices that have some submatrix A(k)[k, . . . , n] of their
elimination process with null diagonal.

In Tables 1 and 2, we also observe that the behavior of the average normalized growth
factor for SPP strategies is nice as we previously expected because of the introduction com-
ments for matrices with uniform elements (see Rice (see [16] p. 44) and Poole and Neal
[13]). However, if we analyze the obtained approximations of the average normalized growth
factor, then we can say that row SPP strategies work better than symmetric SPP strategies for
random matrices.

§3. An economic implementation of symmetric SPP for nonsingular
M-matrices

In general, a disadvantage of SPP versus PP is the computational cost because SPP pivoting
strategies require O(n3) (instead of O(n2)) elementary operations in addition to the cost of
Gauss elimination. However, for special classes of matrices SPP strategies can require lower
computational cost. This already happened with the class of sign regular matrices, for which
an implementation of row SPP for ‖ · ‖1 with less computational cost than PP was presented
in [10]. This section is devoted to the important class of M-matrices.
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A nonsingular n×n matrix A is an M-matrix if it has positive diagonal entries, nonpositive
off-diagonal entries and A−1 is nonnegative. M-matrices have very important applications,
for instance, in iterative methods in numerical analysis, in the analysis of dynamical systems,
in economics and in mathematical programming. Let us see that we can implement for a
nonsingular n × n M-matrix the symmetric SPP for ‖ · ‖1 increasing the computational cost
of Gauss elimination in only O(n2) elementary operations, and that the corresponding growth
factor (2) is optimal. In Proposition 4.7 of [11], a similar computational cost was obtained
but with a pivoting strategy which was not a SPP strategy.

Theorem 3. Let A be a nonsingular n×n M-matrix and let us consider the linear system Ax =

b. Then the symmetric scaled partial pivoting for the norm ‖ · ‖1 leads to an upper triangular
matrix diagonally dominant by rows and can be implemented with a computational cost which
adds 3

2 (n2 −n) sums, 1
2 (n2 −n) multiplications, 1

2 (n2 −n) divisions and 1
2 (n2 + n) comparisons

to the computational cost of Gauss elimination without row or column exchanges. Moreover,
the growth factor (2) of this strategy satisfies that

ρN
n (A) = 1. (4)

Proof. By Proposition 4.3 (i) of [11] and Proposition 4.5 of [11], symmetric SPP for ‖ · ‖1
applied to a nonsingular M-matrix leads to an upper triangular matrix U diagonally dominant
by rows. Then, by Proposition 3.1 of [11], ‖A(t)‖∞ ≤ ‖A‖∞ for all t ∈ {1, . . . , n}. So, (4) holds.

For each t (1 ≤ t ≤ n− 1), the symmetric scaled partial pivoting for ‖ · ‖1 chooses as pivot
of the tth step the first integer it (t ≤ it ≤ n) such that

|a(t)
it it
|/(

∑
j≥t |a

(t)
it j|) = max

t≤i≤n
(|a(t)

ii |/(
∑

j≥t |a
(t)
it |)).

Let us recall that if we perform a row permutation and the same column permutation in a non-
singular M-matrix we again obtain a nonsingular M-matrix and that the Schur complements
of nonsingular M-matrices are also M-matrices (cf. [6]). So, when applying a symmetric
pivoting strategy to a nonsingular M-matrix A the resulting matrices A(t)[t, . . . , n] are also
nonsingular M-matrices and have positive diagonal entries. Clearly, it is also the first integer
between t and n such that∑

j≥t |a
(t)
it j|

a(t)
it it

= min
t≤i≤n

∑
j≥t |a

(t)
i j

a(t)
ii

= min
t≤i≤n

1 +

∑ j,i
j≥t |a

(t)
i j |

a(t)
ii

 ,
which in turn coincides with the first integer between t and n such that

1 −

∑ j,it
j≥t |a

(t)
i j |

a(t)
it it

= max
t≤i≤n

1 −
∑ j,i

j≥t |a
(t)
i j |

a(t)
ii

 = max
t≤i≤n

a(t)
ii −

∑ j,i
j≥t |a

(t)
i j |

a(t)
ii

. (5)

Taking into account that each matrix A(t)[t, . . . , n] is a nonsingular M-matrix, we know
that it has positive diagonal elements and nonpositive off-diagonal entries and so we conclude
from (5) that it is also the first integer between t and n such that∑

j≥t a(t)
it j

a(t)
it it

= max
t≤i≤n

∑
j≥t a(t)

i j

a(t)
ii

. (6)



Symmetric and row scales partial pivoting strategies 115

It remains to see that we can calculate the indices it (1 ≤ t ≤ n − 1) with the number
of additional elementary operations mentioned above. Let e B (1, . . . , 1)T and z B Ae. As
usual, we also denote A(1) B A, z(1) B z. By (6) for t = 1, the first index i1 such that

zi1

ai1i1
= max

t≤i≤n

zi

aii

determines the pivot row i1 and the permutation matrix P1 such that Ã(1) = PT
1 AP1. The

solution of the augmented matrix (Ã(1); PT
1 b, PT

1 z) is (PT
1 x, e). If we perform one step of Gauss

elimination we arrive at the augmented matrix (A(2); b(2), z(2)) and we have that A(2)e = z(2).
Then, by (6) for t = 2, the first index i2 ∈ {2, . . . , n} such that

z(2)
i2

a(2)
i2i2

= max
2≤i≤n

z(2)
i

a(2)
ii

determines the pivot row i2. Iterating this procedure, we conclude that the computational cost
of the pivoting strategy corresponds to the extra calculations for obtaining the right side z
(given by the row sums of A), for transforming it by Gauss elimination into

z(2)[2, . . . , n], . . . , z(n−1)[n − 1, n],

for calculating the quotients z(k)
i /a(k)

ii (k = 1, . . . , n−1) and for choosing the largest component

z(k)
ik

a(k)
ik ik

= max
k≤i≤n

z(k)
i

a(k)
ii

in each step k. �

Let us observe that, in many applications (as shown in [1]), the row sums (that is, the
vector z of the proof of the previous theorem) are natural parameters. In this case, we even
can reduce the computational cost of the pivoting strategy in n2 − n sums.
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ON THE HYDROSTATIC
STOKES APPROXIMATION

WITH NON HOMOGENEOUS
DIRICHLET CONDITIONS

Fabien Dahoumane
Abstract. We deal with the hydrostatic Stokes approximation with non homogeneous
Dirichlet boundary conditions. While investigated the homogeneous case, we build a
shifting operator of boundary values related to the divergence operator, and solve the non
homogeneous problem in a domain with sidewalls.

Keywords: Hydrostatic approximation, De Rham’s lemma, shifting operator, primitive
equations, non homogeneous Dirichlet conditions.
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§1. Introduction

Let us consider Ω ⊂ R3 a bounded domain defined by

Ω =
{

x = (x′, x3) ∈ R3 | x′ ∈ ω and − h(x′) < x3 < 0
}
, (1)

where ω ⊂ R2 is a bounded Lipschitz-continuous domain and h, defined in ω, is a mapping
satisfying the following assumption.

Assumption 1. The mapping h is positive and Lipschitz-continuous on ω. Besides, there is
a constant α > 0 such that

inf
x′∈ω

h(x′) > α. (2)

Therefore, Ω has a Lipschitz-continuous boundary Γ splitted into three parts, each one
with a positive measure: the surface ΓS , the bottom ΓB , and sidewalls ΓL, defined by:

ΓS = ω × {0} , ΓB =
{
(x′,−h(x′)) | x′ ∈ ω

}
,

ΓL =
{

x ∈ R3 | x′ ∈ ∂ω and − h(x′) < x3 < 0
}
.

Finally, we denote by n the unit external vector normal to Γ. Below, the drawing of the
domain Ω.

Let f ′ = ( f1, f2) : Ω → R2, Φ : Ω → R, and g = (g′, g3) : Γ → R3 be given functions,
Φ and g satisfying adequate compatibility conditions (see (7)). In this paper, we study the
hydrostatic Stokes approximation consisting in seeking u : Ω→ R3 and p : ω→ R

(SH)
−∆u′ + ∇′p = f ′, ∂3 p = 0, ∇ · u = Φ in Ω,

u′ = g′, u3n3 = g3 on Γ.



118 Fabien Dahoumane

Here ∇′ = (∂x1 , ∂x2 ) denotes the gradient operator with respect to the variables x1 and x2.
When Φ and g3 are identically equal to 0, some authors have considered (SH) as a re-

duced Stokes-type system. Indeed, let us consider the case of homogeneous conditions. The
simplifications of (SH) come from the hydrostatic pressure hypothesis:

∂p
∂x3

= 0 in Ω, (3)

ensuring that pS , the pressure at x3 = 0, is in fact the real unknown. Moreover, by integrating
with respect to x3 the incompressibility equation:

∇ · u = 0 in Ω, (4)

and taking into account the boundary conditions over u3, it appears that the vertical velocity
u3 is given by the horizontal velocity u′. In this case, the equations of (SH) can be reduced
to the following system: 

−∆u′ + ∇′pS = f ′ in Ω,

∇′ ·

∫ 0

−h(x′)
u′(x′, x3) dx3 = 0 in ω,

u′ = 0 on Γ.

(5)

Then, we get back to u3 and the global pressure p by setting

x ∈ Ω, u3(x) =
∫ 0

x3
∇′ · u′(x′, ξ) dξ, p(x) = pS (x′). (6)

However, studying (5) yields real difficulties when the mapping h vanishes on ∂ω. Previous
works dealing with (5) use assumption (2). Weak solutions to (5) was investigated in [5, 4].
Results of [5, 4] are then reviewed in [3], where the author deals with some models close to
(5).

The purpose of the paper is to present a proof of the following thoerem, in a simplified
case. The complete proof is given in [1]. Before, we introduce the space

X = H1(Ω)2 × H(∂x3 ,Ω),

and its hilbertian norm ‖u‖X =
(
‖u′‖2H1(Ω)2 + ‖u3‖

2
H(∂x3 ,Ω)

)1/2
, where H(∂x3 ,Ω) is defined in

Subsection 2.2.
Theorem 2. Assume assumption (2). Let f ′ ∈ H−1(Ω)2, Φ ∈ L2(Ω), g′ ∈ H1/2(Γ)2 and
g3 ∈ L2(Γ) such that g3 = 0 on ΓL, and satisfying the following compatibility condition:∫

Γ

g′ · n′ dσ +

∫
Γ

g3 dσ =

∫
Ω

Φ dx. (7)

Then, there is a unique pair (u, p) ∈ X× (L2(Ω)/R) solution to Problem (SH) and satisfying
the estimate,

‖u‖X + ‖p‖L2(Ω)/R 6 C
{
‖ f ′‖H−1(Ω)2 + ‖Φ‖L2(Ω) + ‖g′‖H1/2(Γ)2 + ‖g3‖L2(Γ)

}
, (8)

where C > 0 is a constant depending only on Ω.
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The outline of the paper is as follows. In Section 2 we set the appropriate functional
framework. In particular, we recall the definition and structure of the anisotropic space
H(∂x3 ,Ω), which is the adapted space for u3. Moreover, we introduce the usual integra-
tion operators M and F (see (14) and (15)), useful in our study, to provide an adapted lemma
of De Rham (see Lemma 7). Finally, we prove Theorem 2 in Section 3.

§2. Functional framework

We assume the reader to be familiar with the classical notations and properties of Lebesgue
and Sobolev spaces on a regular open set.

2.1. Computations of surface integrals
For any function µ : Γ→ R, we define the functions µS or (µ)S and µB or (µ)B by setting

x′ ∈ ω, µS (x′) = µ(x′, 0), µB(x′) = µ(x′,−h(x′)).

We start with an important tool which enables us to replace any integrals defined on ΓS and
ΓB by one defined on ω.
Lemma 3. The mapping µ 7→ (µS , µB) is linear and continuous from L2(Γ) into L2(ω)2.
Moreover, one has by definition of the measure dσ:∫

ΓS

µ dσ =

∫
ω

µS dx′ and
∫

ΓB

µ dσ =

∫
ω

µB

√
1 + |∇h|2dx′. (9)

Proof. This result follows from straightforward calculating. �

Remark 1. Notice that the integrals in (9) are well defined since ω is bounded. Next, the third
component of the normal n3 satisfies n3 = 1 on ΓS , n3 = 0 on ΓL and (n3)B(1 + |∇h|2)1/2 = −1
on ω. Moreover, (ni)B(1 + |∇h|2)1/2 = −∂xi h in ω. Therefore,

∀µ ∈ L2(Γ),
∫

Γ

µn3 dσ =

∫
ω

µS dx′ −
∫
ω

µB dx′. (10)∫
ΓB

µni dσ = −

∫
ω

µ
∂h
∂xi

dx′. (11)

2.2. The anisotropic space H(∂x3 ,Ω)

Let us recall here some useful results that can be found in [6]. Set

H(∂x3 ,Ω) =
{

u ∈ L2(Ω)
∣∣∣∣ ∂u
∂x3
∈ L2(Ω)

}
,

which is a Hilbert space endowed with norm ‖u‖H(∂x3 ,Ω) =

(
‖u‖2L2(Ω) +

∥∥∥∂x3 u
∥∥∥2

L2(Ω)

)1/2
. For any

u ∈ H(∂x3 ,Ω), we have un3 ∈ H−1/2(Γ). Then, setting

H0(∂x3 ,Ω) =
{

u ∈ L2(Ω)
∣∣∣∣ ∂u
∂x3
∈ L2(Ω) and un3 = 0

}
,
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the following Green’s formula holds

∀u ∈ H(∂x3 ,Ω), ∀v ∈ H0(∂x3 ,Ω),
∫

Ω

u
∂v

∂x3
dx = −

∫
Ω

v
∂u
∂x3

dx, (12)

as well as the Poincaré’s Inequality

∀u ∈ H0(∂x3 ,Ω), ‖u‖L2(Ω) 6 ‖h‖L∞(ω)

∥∥∥∥∥ ∂u
∂x3

∥∥∥∥∥
L2(Ω)

. (13)

2.3. Definition and properties of the operators M and F.
Let u be a function defined in Ω. We consider the following operators

x′ ∈ ω, Mu(x′) =

∫ 0

−h(x′)
u(x′, x3) dx3, (14)

x = (x′, x3) ∈ Ω, Fu(x) =

∫ 0

x3

u(x′, ξ) dξ, Gu(x) =

∫ x3

−h(x′)
u(x′, ξ) dξ. (15)

Proposition 4. The operator M is linear and continuous from L2(Ω) into L2(ω), and from
H1(Ω) into H1(ω). Then, one has for i = 1, 2:

∀u ∈ H1(Ω),
∂

∂xi
(Mu) = M

( ∂u
∂xi

)
+
∂h
∂xi

uB in ω; (16)

∀u ∈ H1
0(Ω),

∂

∂xi
(Mu) = M

( ∂u
∂xi

)
in ω. (17)

Moreover, the following relation holds:

∀u ∈ H0(∂x3 ,Ω), M
( ∂u
∂x3

)
= 0 in ω. (18)

Proof. Let u ∈ L2(Ω). By applying Fubini’s Theorem, we deduce that Mu ∈ L2(ω) and
‖Mu‖L2(ω) 6 ‖h‖L∞(ω) ‖u‖L2(Ω) . Therefore, the mapping M is linear and continuous from L2(Ω)
into L2(ω). Next, for u in H1(Ω) and i = 1, 2, one has for any ψ ∈ D(ω):∫

ω

Mu
∂ψ

∂xi
dx′ =

∫
Ω

u
∂ψ

∂xi
dx = −

∫
Ω

∂u
∂xi

ψ dx +

∫
Γ

uψ ni dσ.

Then, (11) gives ∫
ΓB

uψ ni dσ = −

∫
ω

uBψ
∂h
∂xi

dx′, (19)

since ψ does not depend on x3 and since ψ = 0 on ΓL. Thus∫
ω

Mu
∂ψ

∂xi
dx′ = −

∫
ω

[
M

( ∂u
∂xi

)
+ uB

∂h
∂xi

]
ψ dx′.

Thus (16) holds in D′(ω). From Proposition 3 and the fact that h is Lipschitz-continuous,
(16) holds in L2(ω). The same arguments prove that M is a linear mapping from H1(Ω) in
H1(ω). When u belongs to H1

0(Ω), the function uB vanishes on ω. Therefore, we get (17).
Finally, (18) follows from a computation using relation (12). �
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Proposition 5. The operator F is linear and continuous from L2(Ω) into L2(Ω) and G is the
adjoint operator to F. Next, the operator F is continuous from L2(Ω) into H(∂x3 ,Ω), and

∀u ∈ L2(Ω),
∂

∂x3
(Fu) = −u in Ω. (20)

Moreover, the following relation holds:

∀u ∈ H0(∂x3 ,Ω), F
( ∂u
∂x3

)
= −u in Ω. (21)

Proof. Let u ∈ L2(Ω). Thanks to Fubini’s Theorem, we deduce that Fu ∈ L2(Ω) and from
Poincaré’s Inequality we have ‖Fu‖L2(Ω) 6 ‖h‖∞ ‖u‖L2(Ω) by . Hence F is linear and continuous
from L2(Ω) into L2(Ω). Again Fubini’s Theorem ensures that

∀u, v ∈ L2(Ω),
∫

Ω

v Fu dx =

∫
Ω

u Gv dx. (22)

Next, (22) gives that for any ϕ ∈ D(Ω),∫
Ω

∂ϕ

∂x3
Fu dx =

∫
Ω

u G
( ∂ϕ
∂x3

)
dx =

∫
Ω

uϕ dx.

Hence (20) holds in D′(Ω) and ∂x3 (Fu) ∈ L2(Ω). Moreover, we deduce from above that the
operator F is continuous from L2(Ω) into H(∂x3 ,Ω). Finally, we use the same arguments as
above and relation (12) to prove (21). �

Remark 2. Let u ∈ H1(Ω) and ϕ ∈ D(Ω). Thanks to Proposition 5 and (10), one gets:∫
Ω

G(
∂u
∂x3

)ϕ dx =

∫
Ω

uϕ dx +

∫
ΓS∪ΓB

un3 Fϕ dσ

=

∫
Ω

uϕ dx +

∫
ω

uS (Fϕ)S dx′ −
∫
ω

uB(Fϕ)B dx′.

By observing that (Fϕ)S = 0 and (Fϕ)B = Mϕ in ω, one has∫
Ω

G
( ∂u
∂x3

)
ϕ dx =

∫
Ω

uϕ dx −
∫

Ω

uBϕ dx,

which provides that,

∀u ∈ H1(Ω), G
( ∂u
∂x3

)
= u − ũB in Ω. (23)

We conclude this subsection by giving additional properties on M and F. Precisely, we
prove the following relation between the operators M and F.

Proposition 6. Let u ∈ L2(Ω). Then, the following assertions are equivalent:

(i) Mu = 0 in L2(ω).

(ii) (Fu)n3 = 0 in H−1/2(Γ).
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Proof. Given u ∈ L2(Ω), Proposition 5 ensure that (Fu)n3 is in H−1/2(Γ). Next, (23) gives for
any v ∈ H1(Ω):

〈(Fu) n3, v〉H−1/2(Γ),H1/2(Γ) =

∫
Ω

∂v

∂x3
Fu dx −

∫
Ω

uv dx =

∫
Ω

u G
( ∂v
∂x3

)
dx −

∫
Ω

uv dx

=

∫
Ω

u (v − ṽB) dx −
∫

Ω

uv dx.

Therefore, one obtains a relation between F and M:

∀(u, v) ∈ L2(Ω) × H1(Ω), 〈(Fu) n3, v〉 = −

∫
ω

vB Mu dx′, (24)

which proves that (i) implies (ii). Conversely, for any ψ in D(ω) and applying (24) with
v = ψ, we get ∫

ω

ψMu dx′ =

∫
ω

vB Mu dx′ = − 〈(Fu) n3, v〉 = 0.

Then (ii) implies (i): this completes the proof of Proposition 6. �

2.4. Some properties related to the mean divergence operator

For any vector field u = (v1, v2, v3), we define

∇′ · Mu′ =
∑
i=1,2

∂xi (Mui),

and the corresponding space VM =
{
u′ ∈ H1

0(Ω)2 | ∇′ · Mu′ = 0 in ω
}
.

Lemma 7. If f ′ ∈ H−1(Ω)2 satisfies

∀u′ ∈ VM ,
〈

f ′, u′
〉

H−1(Ω)2,H1
0 (Ω)2 = 0,

then, there is q ∈ L2(ω)/R such that ∇′q̃ = f ′ in Ω. Moreover, there is a constant C > 0
depending only on Ω such that

‖q‖L2(ω)/R 6 C ‖∇q̃‖H−1(Ω) . (25)

Proof. Let us set f = ( f ′, 0). Let u ∈ H1
0(Ω)3 such that ∇· u = 0. Thanks to (17) and (18) one

has u′ ∈ VM . Therefore, using results from [2] from pages 22-25, there is a unique function
p in L2(Ω)/R such that ∇p = f . Then, since ∂x3 p = 0 in Ω, there is q ∈ L2(ω)/R, such that
p = q̃ in Ω. Thus q satisfies ∇′q̃ = f ′ in Ω. �
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§3. Resolution of Problem (SH) with homogeneous Dirichlet conditions

Proposition 8. Let f ′ ∈ L2(Ω)2 and assume that Φ and g are identically equal to 0. Then,
Problem (SH) has a at least solution (u, p) in the space X × (L2(Ω)/R).

Proof. Let us consider the solution (u, p) related to the data f ′ = 0. We multiply the first
equation of (SH) by u′. Then, using (12) and since ∇ · u = 0 and ∂x3 p = 0 in Ω, one has∫

Ω

∇u′ : ∇u′ dx =

∫
Ω

p∇′ · u′ dx = −

∫
Ω

p
∂u3

∂x3
dx =

∫
Ω

u3
∂p
∂x3

dx = 0.

Therefore ∇u′ = 0 in Ω and, since Ω is connected, u′ = 0 in Ω. As ∇ · u = 0 in Ω, we
deduce that ∂x3 u3 = 0 in Ω, and from the inequality (13) we get u3 = 0 in Ω. Next, since
∇′p = ∆u′ = 0 in Ω, one obtains that ∇p = 0 in Ω, hence p = 0 in Ω. Finally, the solution
related to the data f ′ = 0 is u = 0 and p = 0, which proves that Problem (SH) has at least
one solution in X × (L2(Ω)/R). �

Theorem 9. Let f ′ in H−1(Ω)2 and assume that Φ and g are identically equal to 0. Then,
Problem (SH) has a unique solution (u, p) in the space X × (L2(Ω)/R). Moreover, there is a
constant C > 0 such that

‖u′‖H1(Ω)2 + ‖u3‖H(∂x3 ,Ω) + ‖p‖L2(Ω)/R 6 C‖ f ′‖H−1(Ω)2 . (26)

To prove Theorem 9, we need Lemma 7 and the proposition stated below.

Lemma 10. Let u = (u′, u3) with u′ in H1
0(Ω)2 and u3 in H(∂x3 ,Ω). Then the following

assertions are equivalent

(i) ∇ · u = 0 in Ω, u3n3 = 0 in H−1/2(Γ).

(ii) ∇′ · (Mu′) = 0 in ω, u3 = F(∇′ · u′) in Ω.

Proof. Assume that (i) holds. Then, (18) and (21) yield

M(∇′ · u′) = 0 and u3 = F(∇′ · u′).

Moreover, thanks to (17) one has M(∇′ · u′) = ∇′ ·Mu′, from which follows (ii). Conversely,
one has by (20), ∇ · u = 0. Since M(∇′ · u′) = 0, Proposition 6 ensures that n3F(∇′ · u′) = 0
in H−1/2(Γ). Hence u3n3 = 0 in H−1/2(Γ). �

From Lemma 10 and the fact that p does not depend on x3, solving Problem (SH) reduces
to solve the following problem:

Find (u′, pS ) ∈ H1
0(Ω)2 × (L2(ω)/R) such that:

−∆u′ + ∇′pS = f ′ in Ω,

∇′ · Mu′ = 0 in ω,
u′ = 0 on Γ.

(27)

We get back to p and u3 thanks to (6). The existence and uniqueness of the solution to (27)
is given by the following proposition.
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Proposition 11. Let f ′ in H−1(Ω)2. There is a unique solution (u′, pS ) in the space H1
0(Ω)2×

(L2(ω)/R) to Problem (27). Moreover, there is a constant C > 0 such that

‖u′‖H1(Ω)2 + ‖pS ‖L2(ω)/R 6 C ‖ f ′‖H−1(Ω)2 . (28)

Proof. Any solution (u′, pS ) in the space H1
0(Ω)2 × (L2(ω)/R) satisfies the following varia-

tional formulation:

∀u′ ∈ VM ,

∫
Ω

∇u′ : ∇u′ dx =
〈

f ′, u′
〉

H−1(Ω)2,H1
0 (Ω)2 . (29)

Conversely, any solution u′ ∈ VM to (29) is such that

∀u′ ∈ VM ,
〈
−∆u′ − f ′, u′

〉
H−1(Ω)2,H1

0 (Ω)2 = 0.

Therefore, Lemma 7 provides a unique pS in (L2(ω)/R) such that (u′, pS ) is a solution to (27).
Then, by Lax-Milgram’s lemma, there is a unique u′ in VM satisfying (29) and ‖∇u′‖L2(Ω) 6
C‖ f ′‖H−1(Ω)2 , hence ‖u′‖H1(Ω)2 6 C ‖ f ′‖H−1(Ω)2 by Poincaré’s Inequality, where C > 0 denotes
is a constant depending only on Ω. To finish, we deduce (28) from (25) since

‖pS ‖L2(ω)/R 6 C
∥∥∥∇p̃S

∥∥∥
L2(Ω) 6 C‖ f ′‖H−1(Ω)2 . �

Thanks to Proposition 11 and Lemma 10, (SH) admits a unique solution (u, p) ∈ X ×
(L2(Ω)/R). Combining results from Proposition 11 and Proposition 5, we get (8). This
complete the proof of Theorem 8.
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SIMULATION OF RAINFALL EVENTS
AND OVERLAND FLOW

Olivier Delestre and François James

Abstract. We are interested in simulating overland flow on agricultural fields during rain-
fall events. The model considered is the shallow water system (or Saint-Venant equations)
without infiltration, complemented with a friction term. In this context, we definitely
have to cope with dry/wet interfaces and water inflow on dry soil. We present a simpli-
fied one-dimensional model, discretized with a well-balanced finite volume method, and
we describe the specific additional features needed to deal with dry/wet transitions and
steady-state solutions due to topography and friction. The method as well as the choice
of the friction term are tested and discussed both on analytical solutions and experimental
results.

Keywords: Shallow water equations, finite volume schemes, well-balanced schemes, hy-
drostatic reconstruction, friction laws, rainfall hydrograph, analytical solution, dry/wet
transitions.
AMS classification: 76M12, 74G05, 74G75, 35L65, 20C20.

Introduction

Rain on agricultural fields can yield to overland flow. This flow may have some undesirable
effects. At the field scale, we can have soil erosion and pollutant transport. Downstream the
fields, roads and houses may be damaged. To prevent these effects, control measures can be
taken, such as grass strips. But one must know how the water is flowing in order to place
efficiently these developments. In the spirit of [6, 7], we try to model these phenomenon by
using the shallow water (or Saint-Venant) equations. Efficient numerical simulations are of
great help in this context, because field measurements, such as velocities or water heights,
are very difficult to obtain, especially during the rain event, which is quite unpredictible.

The aim of this paper is not to give a complete account on the problem, which has to be
thaught of as a multi-scale problem: one has to deal with roughness induced at the decimeter
scale (e.g. by furrows on agricultural surfaces), flows at the scale of ten square meters, which
is the scale of the numerical topography data, and also the agricultural field itself, whose
surface is of the order of the hectare. We give here a short review of the shallow water
equations, with emphasis on some specific aspects in this context. Namely, since the rain is
an intermittent phenomenon, we definitely have to cope with dry/wet transitions, a problem
analogous to the vacuum apparition in gas dynamics. More classically in shallow water
problems, we have to take into account carefully the interactions between the soil topography
and the friction of water on the soil, which eventually lead to steady-state solutions that have
to be computed accurately.

For this introduction to the topic, we deliberately use a simplified model, firstly by con-
sidering one-dimensional flows. This is enough to understand the ideas of the numerical
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methods, which can be developed in two space dimensions on a rectangular mesh. Next,
from a more practical viewpoint, we neglect importants phenomena, which deserve a com-
plete modelling: infiltration and soil erosion. Infiltration appears as a supplementary source
term in the shallow water equations, and can be treated quite easily, when a relevant model is
chosen. Erosion is a much more complex problem.

We begin by a short review of the shallow water system, recalling a few basic properties.
Next, we describe numerical methods adapted to the situation, in particular we discuss briefly
the discretization of the friction terms. Finally, we give several illustrations of the results.
First we justify the choice of the method by comparison with analytical solutions. Next, we
show an attempt of recovering experimental results, with a clear evidence that the choice of
the friction laws is not obvious. The last section is devoted to an unstability phenomenon
wich occurs when perturbating steady-state solutions (with rain for instance): the so-called
roll-waves.

§1. Model

The model we consider here are the so-called shallow-water equations, which are convenient
for small heights of water, according to the following scheme

xO

h(t,x)

z(x)

u(t,x)

z+hz

The unknowns are here the velocity of the water u(t, x), and its height h(t, x). The shape of the
bottom is also called the topography, it is a given function z. For our specific application, the
model has to be complemented by taking int account friction on the soil and rain. Therefore
the equations are

∂th + ∂x(hu) = R(t), ∂t(hu) + ∂x

(
hu2 +

gh2

2

)
= −gh

(
∂xz + S f

)
, (1)

where g is the gravity constant, R(t) the rain intensity, assumed constant in space, and S f (h, u)
the friction term. Notice that infiltration in the soil can be accounted by a source term in the
first equation like R(t) − I(t, x), where I is a given function. We shall denote by q = hu the
water flow, or discharge. The typical practical configuration we consider is a channel with
finite length L, so that the system must be set on the interval ]0, L[, and complemented with
boundary conditions at inflow and outflow we do not detail here, see an example in Section 3.

Concerning the friction term, it is a given function of h and u, two examples widely used
in hydrology (see for instance [6, 7, 8, 9]) are the Manning and the Darcy-Weisbach friction
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laws, which are given respectively by

S f = −
k2u|u|
h4/3 = −

k2q|q|
h10/3 , S f = −

ku|u|
8gh

= −
kq|q|
8gh3 , (2)

where k > 0 stands for the roughness coefficient. Both laws are derived from empirical
considerations, in particular in the context of pipelines. The problem of their relevance in the
present context of overland flow is difficult.

The system can be rewritten in a more compact form by setting

U =

(
h
q

)
, F(U) =

(
q

q2/h + gh2/2

)
, B =

(
R

−gh
(
∂xz + S f

)) .
We obtain therefore

∂tU + ∂xF(U) = ∂tU + F′(U)∂xU = B.

The system is by definition hyperbolic if the matrix F′(U) admits a basis of eigenvectors
with real eigenvalues, strictly hyperbolic if the eigenvalues are distinct. An easy computation
shows that the shallow water system is strictly hyperbolic provided h > 0, with eigenvalues
λ−(U) = u −

√
gh, λ+(U) = u +

√
gh. When h = 0, the system is no longer hyperbolic,

actually it is rather meaningless, since h = 0 means that there is no water, so that the velocity
u cannot be defined. This is exactly the problem of the vacuum in the Euler equations of fluid
mechanics, and leads to severe numerical problems, which cannot be avoided in our context
since we consider rain on dry soils.

At this point, we introduce an important quantity, the so-called Froude number

Fr =
u√
gh
. (3)

This dimensionless number plays the same role as the Mach number in fluid mechanics, and
allows to classify the flows:

– Fr < 1 subcritical flow, as in a river (corresponding to subsonic flow in fluid mechanics);

– Fr > 1 supercritical flow, as in a torrent (subsonic flow);

– Fr = 1 critical flow (transonic flow).

The differences between these flows can be easily experimented by observing the surface
waves obtained by throwing a stone in a river.

§2. Numerical method

The shallow water system is discretized by a finite volume method on a fixed time-space
grid. A time step ∆t > 0 and a space step ∆x > 0 are fixed, we set xi = i∆x, and the interval
]xi−∆x/2, xi +∆x/2[ will be referred to as the cell i. The finite volume scheme can be written
in a compact form as

d
dt

Ui +
1
∆t

(Fi+1/2 − Fi−1/2) = S i, (4)
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where the vector Ui is an approximation of the conservative variables in the cell i, Fi+1/2 is
the numerical flux at the interface between cells i and i + 1, and S i a discretization of the
source term. Boundary conditions are treated by the method of characteristics (see [4]). The
scheme is completely determined once the numerical flux and the source term discretization
have been fixed. These choices are not independant one from the other.

Indeed it is well-known that source terms in hyperbolic systems of conservation laws
give rise to serious problems. The main difficulty is to find schemes that preserve equilibria
(steady-states solutions). In system (1), the main problems are due to
– topography: pools, lakes;

– friction terms: balance between kinematics and friction.
The rain source term can be treated by a second-order accurate Strang type splitting.

Schemes that preserve equilibria are known as well-balanced schemes. The strategy to
obtain such schemes consists in choosing first a consistent numerical flux for the system
without source terms. Next, a correction is given to take into account equilibria. The reader
can find all the details and a large bibliography in the book [3]. We merely give a sketch of the
method here, with emphasis on the problem of friction. The numerical flux is the so-called
HLL flux, and the order 2 is obtained in space by a MUSCL type reconstruction, in time
by Runge Kutta (Heun) (see [3] for details). Notice that dry/wet transitions imply a specific
reconstruction for the water height, not only for the velocity as usual (see [1]).

First we consider the equilibria for topography. They are given by

hu = Cst, u2/2 + g(h + z) = Cst.

However a complete resolution of these equations would lead to a far too time consuming
scheme. Thus, following [3, 1, 2], we limit ourselves to the equibria at rest:

u = 0, g(h + z) = Cst.

This procedure is known as the (second order) hydrostatic reconstruction, and it turns out to
give good results at an acceptable numerical cost. We refer the reader interested into details
to the preceding references.

Now we turn to friction terms, which can be treated by two different means. The first one
aims at building a well-balanced scheme for friction as well as topography, is the apparent
topography method, introduced by [3]. It consists in building an modified topography zapp

which takes into account the friction, as follows:

zapp = z − b, with ∂xb = S f .

We proceed then exactly as before, with this new topography (detailed computations for the
friction laws (2) can be found in [5]). This gives rise to a scheme which computes neatly
equilibrium states, but is not completely satisfactory on transition solutions, as we shall see
in the next section.

Therefore we turned to a splitting method, and we chose the semi-implicit treatment pro-
posed in [4], not only because it preserves steady states at rest, but also for its stability. For
the Darcy-Weisbach friction law (2)-right, it writes

qn+1
i +

f |qn
i |q

n+1
i

8hn
i hn+1

i

∆t = qn
i +

∆t
∆xi

(Fi+1/2G − Fi−1/2D),
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where the right-hand side is nothing more than the discharge obtained at each step of the
second order in time Runge-Kutta reconstruction. Notice also the simplicity of the method,
which gives an explicit value for qn+1

i . Now we illustrate these ideas on a set of analytical
solutions.

§3. Analytical solutions

Here we present briefly an adaptation to the 1 − d case and our friction laws of an idea
presented in [8, 9] for pseudo two dimensional cases. At steady states, we have ∂th = ∂tu =

∂tq = 0, thus the mass-conservation equation gives q = cst and we get the equation

∂xz =

(
q2

gh3 − 1
)
∂xh + S f (q, h) (5)

where S f (q, h) depends on the friction law chosen, for instance (2). For any given value of
the constants k and q, once we are given an explicit expression for h(x), then formula (5)
allows us to compute the topography corresponding to this steady state and this water height.
Other friction laws can of course be chosen.

As an example, we consider a channel of length 1000 m, with a specified water height
h(x) given by

h(x) =

(
4
g

)1/3 1 +
1
2

exp

−16
(

x
1000

−
1
2

)2 .
The friction model is the Manning law, with roughness coefficient k = 0.033. The topography
is calculated iteratively thanks to (5). To make use of the shallow water system, we have now
to impose boundary conditions. Since the flow is subcritical both at inflow x = 0 and outflow
x = 1000, we have to impose the value of one quantity at inflow and one at outflow. We
choose to put a discharge of q = 2 m2/s at inflow and a water height corresponding to the
value of h(1000) downstream.

We first compare the results obtained by the apparent topography and the semi-implicit
scheme in preserving the equilibrium state. It turns out that both methods preserve correctly
the steady state along time, as is evidenced by fig. 1.

Since for our application we are particularly interested in non-stationary solutions, we
have considered an initially dry soil and the upstream discharge q = 2 m2/s, and computed the
unsteady solution up to equilibrium. Both methods (apparent topography and semi-implicit
treatment) converge towards the steady state, with slightly better results with the apparent
topography method. However, before the steady state is reached, we have a wet/dry transition
(fig. 2). We note that the apparent topography method is not adapted to this transition: we
have a peak in the velocity profile (fig. 2-left), which appears also in the water height profile.
With the semi-implicit treatment, the water height profile is very clean (fig. 2-right).

In figure 3, two more examples of computation of steady states are displayed, both with
sub- and supercritical inflows and outflows, and using the semi-implicit method. The nu-
merical scheme deals in particular with transition from one regime to the other, including
hydraulic jumps (fig. 3-right).
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Figure 1: Steady state solution, subcritical inflow and outflow: apparent topography +, semi-
implicit ×, analytical −.

Figure 2: Left: water front velocities at t = 200 s: apparent topography (+), semi-implicit
treatment (×). Right: water front height at t = 200s., semi-implicit
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Figure 3: Steady state solution, numerical (symbols) vs analytical (lines). Left: subcritical
inflow and supercritical outflow, right: supercritical inflow and subcritical outflow.
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Figure 4: Experimental configuration.

§4. Rainfall hydrograph test

In this section we present another test case, based on experimental measurements realized
thanks to the ANR project METHODE in a flume at the rain simulation facility at INRA-
Orléans. The flume is 4 m long with a slope of 5% (fig. 4). The simulation duration is 250 s.
The rainfall intensity R(x, t) is described by

R(x, t) =

50 mm/h if (x, t) ∈ [0, 3.95 m] × [5, 125 s],
0 otherwise.

For this test, dry/wet transitions are involved, since on the one hand there is no rain on the
last 5 cm of the flume, on the other hand rain falls on a dry soil. The measured output is an
hydrograph, that is a plot of the discharge versus time (see fig. 5).

The mathematical model for this ideal overland flow is the following. We consider a
uniform plane catchment whose overall length in the direction of flow is L. The surface
roughness and slope are assumed to be constant in space and time. The friction law is the
Darcy-Weisbach one. We consider a constant rainfall excess such that

R(x, t) =

{
I for 0 ≤ t ≤ td, 0 ≤ x ≤ L,
0 otherwise,

where I is the rainfall intensity and td is the duration of the rainfall excess. First we com-
pute some explicit “naive” analytical solution to the problem. We notice that three phases
can clearly be identified on the hydrograph: a first non-steady step at the beginning of the
rainfall event, then a steady-state and lastly another non-steady step when rain stops. The
first and the second step solutions can be computed explicitly, and the “naive” solution is
obtained by assuming a simple concatenation of the two parts (we refer to [5] for the detailed
computations).
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Figure 5: Comparison between experimental measures (+) and numerical results (−).

Figure 6: Computed rainfall hydrographs for Darcy-Weisbach’s law (DW). Left: apparent
topography method (AT). Right: semi-implicit scheme.

At first we compare numerical results with the analytical “naive” solution. Once again,
with (fig. 6-a) we show that with the apparent topography method, we get a peak on the
discharge downstream that we do not get far from this transition. With the semi-implicit
method, we do not have this peak (fig. 6-b). This treatment gives good results close to the
“naive” exact solution. The hydrograph is well calculated (fig. 6-b), notice here the computed
hydrograph at the middle of the flume, a quantity hardly accessible by experiment.

Next, we propose a comparison between experimental measurements and numerical sim-
ulation (fig. 5), obtained with the Darcy-Weisbach friction law. We obtain a reasonable agree-
ment, but it turns out that it is impossible to fit correctly the shape of both the increasing and
decreasing parts of the hydrograph. This indicates clearly that the model has to be modified,
for instance by choosing alternative friction laws, but this is beyond the scope of this paper.
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Figure 7: Perturbed initial and final (t = 200 s) states for Fr=1.5 (top left), Fr=2 (top right),
Fr=3.7 (bottom).

§5. Roll waves

This section is devoted to some examples of the so-called “roll-waves”, a phenomenon which
results from the competition between topography and friction. Several steady regimes turn
out to be unstable, a slight perturbation generating a periodic travelling wave with shocks
(hydraulic jumps). In ref [10], Que and Xu gather a set of explicit computations in the simple
case of a constant steady states in inclined open channels with constant slope. They provide a
precise analysis for the linear stability, proving in particular the following criterion: the initial
constant state is linearly stable if and only if the Froude number (3) is smaller than 2.

We recover here these results, using the semi-implicit scheme described above, together
with hydrostatic reconstruction. The initial height of water is different for each case, but
the amplitude of the perturbation is the same. The “final states” showed here are computed
at time t = 200 s, since it turns out that the solution is stabilized at this time. All cases are
perfectly computed, the convergence rates for different values of the Froude number are given
in figure 8.

Comparisons between the initial perturbation and the final state are displayed in fig. 7.
For Fr = 2, the initial state is supposed to be exactly stable, the smaller amplitude of the
final result is due to the numerical diffusion. Notice the nonlinear effects (fig. 7, top right).
For Fr < 2 (top left), the initial perturbation completely disappears, for Fr > 2 (bottom), a
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Figure 8: Convergence rate to the final state, Fr≤ 2 (left), Fr>2 (right).

roll-wave appears, whose amplitude depends on the initial state (see fig. 8).

Conclusion

This preliminary study of overland flow due to rainfall events clearly enlights several specific
difficulties. First, from the numerical point of view, it seems that the apparent topography
method, which was designed in order to catch steady states, is not adapted for wet/dry transi-
tions. The semi-implicit treatment seems to be better in the problems we consider and gives
good results compared to experimental data. Next, the model itself has to be improved, in
particular regarding the empirical friction laws we used, which were not developed in this hy-
drological context. Finally, more realistic situations require infiltration and two-dimensional
simulations, which are in progress and already validated on analytical solutions. This will be
again compared with experimental data, as for the flume test.
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NEWTON-LIKE METHODS FOR
OPERATORS WITH BOUNDED SECOND

FRÉCHET DERIVATIVE
J. A. Ezquerro, M. A. Hernández and N. Romero

Abstract. We present a new semilocal convergence result for a family of Newton-like
methods that generalizes the usual iterations of third order of convergence in Banach
spaces. To do this, fewer convergence conditions are required than all the existing ones
until now. We apply this analysis to a nonlinear integral equation of mixed Hammerstein
type.

Keywords: Nonlinear equations in Banach spaces, iterative methods, semilocal conver-
gence theorem, nonlinear integral equation.
AMS classification: AMS 45G10, 47H99, 65J15.

§1. Introduction

In order to solve nonlinear equations in Banach spaces, F(x) = 0, where F : Ω ⊆ X → Y , X,
Y Banach spaces and Ω a nonempty open convex subset, we consider in this paper the family
of Newton-like iterations of third order of convergence, which is based on the following
algorithm, [4]:

xn+1 = xn − H(LF(xn))[F′(xn)]−1F(xn), n ≥ 0,

H(LF(x)) = I +
1
2

LF(x) +
∑
k≥2

AkLF(x)k, Ak ∈ R
+, k ≥ 2, (1)

where x0 ∈ Ω, I is the identity operator on X, LF(x) is the degree of logarithmic convexity
defined by LF(x) = F′(x)−1F′′(x)

[
F′(x)−1F(x)

]
∈ L(X) [5], whereL(X) is the set of bounded

linear operators from X into X, provided that [F′(x)]−1 exists at each step xn, and∑
k≥0

Aktk < +∞, for |t| < r. (2)

The operators F′(x) and F′′(x) denote respectively the first and the second Fréchet-derivatives
of the operator F.

The convergence of third-order methods has been examined extensively by several au-
thors, and most of them can be written from (1), see [4]. Basic results concerning the con-
vergence of these methods have been published under assumptions of Newton-Kantorovich
type. For example, Safiev presents in [6] a convergence theorem for the Halley method under
the following conditions:
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(C1) There exists a point x0 ∈ Ω where the operator Γ0 = [F′(x0)]−1
∈ L(Y, X) is defined and

‖Γ0‖ ≤ β,

(C2) ‖Γ0F(x0)‖ ≤ η,

(C3) ‖F′′(x)‖ ≤ M, ∀x ∈ Ω,

(C4) ‖F′′′(x)‖ ≤ N, ∀x ∈ Ω.

The convergence conditions given by Safiev can be modified by replacing the strongest one
‖F′′′(x)‖ ≤ N, x ∈ Ω, by∥∥∥F′′(x) − F′′(y)

∥∥∥ ≤ K ‖x − y‖ , K ≥ 0, x, y ∈ Ω, (3)

or the milder one∥∥∥F′′(x) − F′′(y)
∥∥∥ ≤ L ‖x − y‖p , L ≥ 0, p ∈ [0, 1], x, y ∈ Ω. (4)

(See [1]). These two last conditions mean that F′′ is Lipschitz continuous in Ω and F′′ is
(L, p)-Hölder continuous in Ω, respectively.

According to the above, the number of equations that can be solved is limited. For in-
stance, we cannot analyze the convergence of iteration (1) to a solution of equations where
sums of operators, which satisfy (3) or (4), are involved, as for example in the following
nonlinear integral operator of mixed Hammerstein type [3]

F(x)(s) = x(s) +

m∑
i=1

∫ b

a
ki(s, t)`i(x(t)) dt − u(s), s ∈ [a, b], (5)

where −∞ < a < b < ∞, u, `i, ki, for i = 1, 2, . . . ,m, are known functions, `′′i (x(t)) is (Li, pi)-
Hölder continuous in Ω, for i = 1, 2, . . . ,m, and x is a solution to be determined. This types
of operator appear, for instance, in dynamic models of chemical reactors, see [2].

In order to consider more general situation as the aforesaid we relax the previous conver-
gence conditions. We then reconsider the convergence of (1) in Banach spaces by assuming
only (C1), (C2) and (C3), so that fewer convergence conditions are required.

The paper follows this scheme. In Section 2, we present a technique based on recurrence
relations to establish the semilocal convergence of iterative processes (1) to a solution of the
equation F(x) = 0. Besides, we establish domains of existence and uniqueness of solution.
In Section 3, we apply the previous analysis to the following nonlinear equation, where an
operator of type (5) is involved:

F(x)(s) = x(s) − 1 −
∫ 1

0
G(s, t)

(
x(t)5/2 + x(t)3/5

)
dt = 0, s ∈ [0, 1], (6)

where x ∈ C[0, 1], s, t ∈ [0, 1], and the kernel G is the Green function

G(s, t) =

(1 − s)t, t ≤ s,
s(1 − t), s ≤ t.

Throughout the paper we denote

B(x, r) = {y ∈ X; ‖y − x‖ ≤ r} and B(x, r) = {y ∈ X; ‖y − x‖ < r} .
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§2. Analysis of the convergence and order of convergence

In this section, we present two analysis of the convergence of (1). In the first one, we guar-
antee that the order of convergence is locally at least three. In the second one, a more general
analysis of the semilocal convergence is given, where conditions (C1)–(C3) are only required.

2.1. Local convergence
Next result proves that the order of convergence of iterations (1) is locally at least three.

Theorem 1. Suppose that F : Ω ⊆ X → Y is a sufficiently differentiable operator on a
non-empty open convex domain Ω. If F has a simple root x∗ ∈ Ω, [F′(x)]−1 exists in a neigh-
borhood of x∗ and x0 is sufficiently close to x∗, then iterations (1) have order of convergence
at least three.

2.2. Semilocal convergence
We consider the problem of approximating a solution x∗ of a nonlinear equation

F(x) = 0, (7)

with F : Ω ⊆ X → Y , X, Y Banach spaces, Ω a nonempty open convex subset and we
assume that F is a twice continuously Fréchet-differentiable operator satisfying conditions
(C1), (C2) and (C3). Using a technique based on recurrence relations, we prove that under
conditions (C1)–(C3), iterative processes (1) are convergent to a solution of (7). Also, we
find the domains where the solution is located and unique.

2.2.1. A system of recurrence relations

Firstly, we construct a system of recurrence relations which allows to establish the conver-
gence of iterations (1).

Notice that, from initial conditions (C1)–(C3), we have

‖LF(x0)‖ ≤ ‖Γ0‖ ‖F′′(x0)‖ ‖Γ0F(x0)‖ ≤ Mβη.

We then define the parameter a0 = Mβη. If a0 < r, where r is the radius of convergence
of series (2), then x1 is well defined, since H

(
LF(x0)

)
exists and∥∥∥H

(
LF(x0)

)∥∥∥ ≤∑
k≥0

∥∥∥AkLF(x0)k
∥∥∥ ≤∑

k≥0

Akak
0.

Moreover,

‖x1 − x0‖ ≤
∥∥∥H

(
LF(x0)

)∥∥∥ ‖Γ0F(x0)‖ ≤
(∑

k≥0

Akak
0

)
‖Γ0F(x0)‖ .

Throughout this section we consider the auxiliary real functions

h(t) = 1 +
1
2

t +
∑
k≥2

Aktk, f (t) =
1

1 − th(t)
, g(t) = h(t)

(
1 +

t
2

h(t)
)
− 1, (8)
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and, from a0, the following sequence is constructed

an+1 = an f (an)2g(an). (9)

Next, we establish the recurrence relations that allow to prove the convergence of itera-
tions (1) under conditions (C1)–(C3). The proofs of the recurrence relations follow as in [4].

Lemma 2. Let us suppose that x0, xn ∈ Ω, for n ∈ N. If a0 < r, a0h(a0) < 1, and
a0 f (a0)2g(a0) < 1, then the following relations are verified:

(I) There exists Γn = [F′(xn)]−1 and ‖Γn‖ ≤ f (an−1) ‖Γn−1‖ ,

(II) ‖ΓnF(xn)‖ ≤ f (an−1)g(an−1)‖Γn−1F(xn−1)‖,

(III) ‖Γn‖ ‖F′′(xn)‖ ‖ΓnF(xn)‖ ≤ an and there exists H(LF(xn)),

(IV) ‖xn+1 − xn‖ ≤ h(an) ‖ΓnF(xn)‖ ,

(V) ‖xn+1 − x0‖ ≤ h(a0)
( n∑

k=0

( f (a0)g(a0))k
)
‖Γ0F(x0)‖ .

2.2.2. Main result

Next, we give some results where some properties of real functions (8) and real sequence {an}

are shown, from which we establish the semilocal convergence of third-order iterations (1).

Lemma 3. Let h, f and g be the real functions given in (8). If a0h(a0) < 1 and f (a0)2g(a0) <
1, then {an}, given in (9), is a decreasing sequence. Moreover, f (a0)g(a0) < 1.

Lemma 4. Let h, f and g be the real functions given in (8) and γ = a1/a0. If a0h(a0) < 1
and f (a0)2g(a0) < 1. Then, the following properties are satisfied:

(i) Sequence {an}, given in (9), is decreasing,

(ii) γ = f (a0)2g(a0) ∈ (0, 1),

(iii) f (γt) < f (t), g(γt) < γg(t), ∀t > 0 and ∀γ ∈ (0, 1).

(iv) an+1 < γ
2n

an < γ
2n+1−1a0, ∀n ≥ 1,

(v) f (an+1)g(an+1) < γ2n+1
∆, where ∆ = 1/ f (a0), ∀n ≥ 1.

After that, we suppose now that Γ0 = F′(x0)−1 ∈ L(Y, X) exists at some x0 ∈ Ω, where
L(Y, X) is the set of bounded linear operators from Y into X. The following semilocal con-
vergence result is then obtained.

Theorem 5. Let F : Ω ⊆ X → Y be a twice continuously differentiable operator on a non-
empty open convex domain Ω satisfying conditions (C1)–(C3). If conditions a0 < r, a0h(a0) <
1, f (a0)2g(a0) < 1 and B(x0,R) ⊂ Ω, where R =

h(a0)η
1− f (a0)g(a0) , are satisfied, then iterations (1),

starting from x0, generate a sequence {xn} that converges to a solution x∗ ∈ B(x0,R) of (7).
Moreover, x∗ is unique in Ω0 = B(x0,

2
Mβ
− R) ∩Ω.

Proof. By hypotheses, we have x0 ∈ Ω and, taking into account (C1)–(C3), we obtain x1 ∈

B(x0,R) ⊂ Ω. Besides, from lemma 2 and by following an inductive procedure, we obtain
xn ∈ B(x0,R) ⊂ Ω, for all n ∈ N. Now, from recurrence relations given in Lemma 2, it follows

‖xk+1 − xk‖ ≤ h(ak) ‖ΓkF(xk)‖ < h
(
γ2k−1a0

)
η γ2k−1∆k,
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where ∆ = 1/ f (a0).
To establish the convergence of iterations (1) we prove that the sequence {xn} is a Cauchy

one. To do this, we consider n,m ∈ N, and

‖xn+m − xn‖ ≤

n+m−1∑
k=n

‖xk+1 − xk‖ < h
(
γ2n−1a0

)
η γ2n−1∆n

(m−1∑
k=0

γ2n[2k−1]∆k
)
.

Now, by applying Bernoulli’s inequality, (1 + x)k > 1 + kx, with x = 1, we have 2k − 1 > k
and therefore

‖xn+m − xn‖ < h
(
γ2n−1a0

)
η γ2n−1∆n

1 −
(
γ2n

∆
)m

1 − γ2n
∆

, (10)

for all n,m ∈ N and {xn} is then a Cauchy sequence.
Taking n = 0 in (10), it follows xm ∈ B(x0,R), for all m ∈ N, since

‖xm − x0‖ < h(a0)
1 −

(
γ∆

)m

1 − γ∆
η < R.

Besides, {xn} converges to the solution x∗ = lim
n→∞

xn of (7) and, by taking n = 0 and m → ∞
in (10), it follows

‖x∗ − x0‖ ≤ h(a0)
η

1 − f (a0)g(a0)
= R

and x∗ ∈ B(x0,R). On the other hand, we notice that {‖F′(xn)‖} is a bounded sequence, since

∥∥∥F′(xn)
∥∥∥ ≤ Mh(a0)

(n−1∑
k=0

(
f (a0)g(a0)

)k
)
η + ‖F′(x0)‖.

Thus, from ‖F(xn)‖ ≤ ‖F′(xn)‖ ‖ΓnF(xn)‖ and limn→∞ ‖ΓnF(xn)‖ = 0, we have that
limn→∞ ‖F(xn)‖ = 0. By the continuity of F, we obtain that F(x∗) = 0 and x∗ is therefore a
solution of equation (7).

To prove the uniqueness of x∗, we follows the same procedure as in [4]. �

§3. Application

We now illustrate the previous study with an application where the following nonlinear
integral operator of mixed Hammerstein type (6) is involved. Note that (6) is such that
F : C+[0, 1] ⊆ C[0, 1] → C[0, 1], where C+[0, 1] = {x ∈ C[0, 1] | x(t) ≥ 0, t ∈ [0, 1]}.
Observe that the second Fréchet derivatives of operator (6) is

[F′′(x)yz](s) = −

∫ 1

0
G(s, t)

(
15
4

x(t)1/2 +
6
5

x(t)
)

z(t)y(t) dt. (11)

Notice that F′′ does nor satisfy (3) neither (4), but the conditions of Theorem 5 does, so that
a solution of the corresponding equation F(x) = 0 can be approximated by any iteration (1).
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Chebyshev Super-Halley Halley

R 0.449411 . . . 0.534408 . . . 0.482791 . . .
2

Mβ
− R 1.53039 . . . 1.44539 . . . 1.49701 . . .

Table 1: Ratios of existence and uniqueness of solution of the Hammerstein equation

We use the max-norm and take into account that a solution x∗ of (6) in C+[0, 1] must
satisfy

‖x∗‖ −
‖x∗‖5/2

8
−
‖x∗‖3

40
− 1 ≤ 0,

i.e., ‖x∗‖ ≤ ρ1 = 1.28982 . . . or ‖x∗‖ ≥ ρ2 = 2.28537 . . ., where ρ1 and ρ2 are the positive
roots of the real equation z− z5/2/8− z3/40− 1 = 0. Taking now into account (6), it is needed
that x∗(s) ≥ 0, then if we look for a solution such that ‖x∗‖ < ρ1, we can consider for example
Ω = B(x0(s), 1) ⊆ C+[0, 1] as a non-empty open convex domain.

If we choose x0(s) = 1, then ‖I − F′(x0)‖ ≤ 31/80 < 1, Γ0 is defined, ‖Γ0‖ ≤ 80/49 and
‖Γ0F(x0)‖ ≤ 12/49 = η. From (11), it follows∥∥∥F′′(x)

∥∥∥ ≤ 99/160 = M, ∀x ∈ Ω, and a0 = 0.247397 . . . .

Now, by applying Theorem 5, the convergence of iterations (1) to a solution x∗ of equation
(6) is guaranteed, starting from x0(s) = 1. Notice that the domains of existence,

{u ∈ C[0, 1] | ‖u − 1‖ ≤ R} ⊆ Ω,

and uniqueness, {
u ∈ C[0, 1]

∣∣∣∣∣ ‖u − 1‖ <
2

Mβ
− R

}
,

of solution depend on the corresponding iteration (1) applied to solve the equation. For
example, if (1) is reduced to the Chebyshev (Ak = 0 for all k ≥ 2), Super-Halley (Ak = 1/2
for all k ≥ 2) and Halley (Ak = 1/2k for all k ≥ 2) methods, the radii of these domains appear
in Table 1. To obtain a numerical solution of F(x) = 0, we first discretize the problem and
approach the integral by a Gauss-Legendre quadrature formula with 8 knots. If we denote
xi = x(ti), i = 1, 2, . . . , 8, equation F(x) = 0 becomes the following nonlinear system:

xi = 1 +
1
2

8∑
j=1

β jG(ti, t j)
(
x

5
2
j +

x3
j

5

)
, i = 1, 2, . . . 8,

where the weights β j and the knots t j are known. Now, if we denote

ai j =


1
2 (1 − ti)t jβ j, j ≤ i,

1
2 ti(1 − t j)β j, i ≤ j,

then we can write the previous nonlinear system as

xi = 1 +

8∑
j=1

ai j

(
x

5
2
j +

x3
j

5

)
, i = 1, 2, . . . , 8. (12)
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x∗1 1.01779 . . . x∗3 1.17636 . . . x∗5 1.24150 . . . x∗7 1.08589 . . .

x∗2 1.08589 . . . x∗4 1.24150 . . . x∗6 1.17636 . . . x∗8 1.01779 . . .

Table 2: Numerical solution x∗ of equation (13)

n Chebyshev-like Super-Halley Halley

0 2.41500 . . . × 10−1 2.41500 . . . × 10−1 2.41500 . . . × 10−1

1 1.71318 . . . × 10−3 1.26433 . . . × 10−3 2.87962 . . . × 10−3

2 3.71075 . . . × 10−10 1.47479 . . . × 10−10 6.76345 . . . × 10−9

Table 3: Errors for the Chebyshev-like, Super-Halley and Halley methods

Moreover, denoting x = (x1, . . . , x8)T , 1 = (1, . . . , 1)T and A = (ai j), we write nonlinear
system (12) in the matrix form:

F(x) = x − 1 − A
(
x5/2

+ x3/5
)

= 0. (13)

Therefore,

F′(x)(y) =

[
I − A

(
5
2

D3/2(x) +
3
5

D2(x)
)]
y, ∀y ∈ R8,

where Dk(x) denotes the diagonal matrix with the components of the vector (xk
1, x

k
2, . . . x

k
n) in

the diagonal, and F′′ is the bilinear operator defined by

F′′(x)(y, z) = −
3

20
A

(
(25x1/2

1 + 8x1)z1y1, . . . , (25x1/2
8 + 8x8)z8y8

)t
, ∀y, z ∈ R8.

To find an approximation of a solution of equation (13), we use for example the Chebyshev-
like method given by (1), with A2 = 1/2 and Ak = 0, for all k > 2.

On the other hand, we denote the n-th iteration by xn = (x(n)
1 , x(n)

2 , . . . , x(n)
8 )t. If we choose

x(0)
i = 1, for i = 1, 2, . . . , 8, after six iterations applying Chebyshev-like method and using

stopping criteron
∥∥∥xn − x∗

∥∥∥ < 10−15, we obtain the numerical solution x∗ = (x∗1, x
∗
2, . . . , x

∗
8)

of (13) given in Table 2, and considering the same stopping criterion we obtain the errors∥∥∥xn − x∗
∥∥∥, which appear in Table 3 when (1) is reduced to the Chebyshev-like, Super-Halley

and Halley methods.
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DEVELOPMENT OF EFFICIENT
GEOMETRIC MULTIGRID ALGORITHMS BY

LFA FOR SYSTEMS OF PARTIAL
DIFFERENTIAL EQUATIONS ON

TRIANGULAR GRIDS
F. J. Gaspar, J. L. Gracia, F. J. Lisbona and C. Rodrigo

Abstract. In this paper Local Fourier Analysis (LFA) for multigrid methods on triangular
grids is extended to the case of systems of PDEs. In particular, it is performed for the
problem of planar elasticity, although its application to other systems is straightforward.
Analogously to the scalar case, this analysis is based on an expression of the Fourier
transform in new coordinate systems, both in space and in frequency variables, associated
with reciprocal bases. LFA is particularly valuable for systems of PDEs, since it is often
much more difficult to identify the correct multigrid components than for a scalar problem.
For the discrete elasticity operator obtained with linear finite elements, different collective
smoothers like three-color smoother and some zebra-type smoothers are analyzed. LFA
results for these smoothers are presented.

Keywords: Geometric multigrid, Fourier analysis, three-color smoother, triangular grids,
elasticity.
AMS classification: 65N55, 65F10, 65N30.

§1. Introduction

Planar elasticity models the displacements of an elastic body Ω ⊂ R2, subject to a force den-
sity f, with respect to its original configuration. These displacements are described by means
of a vector function u = (u, v), which is the solution of the following system of equations

L u = −µ∆u − (λ + µ)grad(div u) = f, in Ω,

where ∆ is the vector Laplace operator, λ and µ are the so-called Lamè’s coefficients, and
f = ( f1, f2) ∈ (L2(Ω))2. Here, a discretization by linear finite elements of this elasticity
operator is considered,

Lh =

(
Lu,u

h Lu,v
h

Lv,uh Lv,vh

)
=

(
−(λ + 2µ)(∂xx)h − µ(∂yy)h −(λ + µ)(∂xy)h

−(λ + µ)(∂xy)h −µ(∂xx)h − (λ + 2µ)(∂yy)h

)
.

The algebraic linear equation system arising from this discretization will be solved by
means of a geometric multigrid algorithm, due to the fact that these methods are among the
most efficient numerical algorithms for solving this kind of systems. In geometric multigrid, a
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hierarchy of grids must be proposed. For an irregular domain, it is very common to apply reg-
ular refinement to an unstructured input grid; in this way, a hierarchy of globally unstructured
grids is generated that is suitable for use with geometric multigrid. So, we are interested in
the framework of hierarchical hybrid grids (HHG) which was presented in [1]. The coarsest
mesh is assumed rough enough in order to fit the geometry of the domain. Once this coarse
triangulation is given, each triangle is divided into four congruent triangles connecting the
midpoints of their edges, and so forth until the mesh has the desired fine scale to approximate
the solution of the problem. In this way, a nested hierarchy of grids is obtained.

As it is well-known, the construction of an efficient multigrid method is strongly de-
pendent on the choice of its components, which have to be selected so that they efficiently
interplay with each other. Especially, the choice of a suitable smoother is an important fea-
ture for the design of an efficient multigrid method. In this paper, linear interpolation has
been chosen, the restriction operator has been taken as its adjoint and the discrete operator
corresponding to each mesh results from the direct discretization of the problem. Moreover,
collective three-color smoother and some collective line-wise smoothers of zebra-type are
proposed as relaxing methods.

In order to choose suitable components for a multigrid method, LFA is used, due to its
being a powerful tool for the design of efficient multigrid methods. This analysis is mainly
based on the Fourier transform and was introduced by Brandt [2]. A good introduction can
be found in the books by Trottenberg et al. [4] and Wienands and Joppich [5]. This technique
has been widely used in the framework of discretizations on rectangular grids, and recently a
generalization to triangular grids has been proposed in [3]. The key fact for carrying out this
generalization is to write the Fourier transform using coordinates in non-orthogonal bases
fitting the new structure of the grid. In order to extend LFA to the case of the planar elasticity
system, a new expression of the Fourier transform for vector functions is considered. To
study multigrid methods in the framework of HHG, the LFA proposed here is applied to each
input triangle in such a way that the global behavior of the method will depend on the quality
of the chosen local components.

The organization of the paper is as follows. In Section 2, the way in which LFA can
be performed on non-orthogonal grids for systems of PDEs is explained. In section 3, the
relaxation methods considered, three-color and zebra-type smoothers are presented. Finally,
in Section 4, some LFA results are shown in order to choose the relaxation method of the
multigrid algorithm which is more suitable for different grid geometries.

§2. Fourier analysis on non-orthogonal grids

A non-orthogonal unitary basis of R2 is established: {e′1, e
′
2} with 0 < γ < π being the

angle between the vectors of the basis. It is also considered its reciprocal basis {e′′1 , e
′′
2 },

i.e., (e′i , e
′′
j ) = δi j, 1 ≤ i, j ≤ 2, where (·, ·) is the usual inner product in R2 and δi j is the

Kronecker’s delta, see Figure 1. The coordinates of a point in these bases, {e′1, e
′
2} and {e′′1 , e

′′
2 },

are y′ = (y′1, y
′
2) and y′′ = (y′′1 , y

′′
2 ), respectively, just like y = (y1, y2) in the canonical basis

{e1, e2}.
By applying the changes of variables x = F(x′) and θ = G(θ′′) to the usual Fourier

transform formula, the Fourier transform and its corresponding back transformation formula
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Figure 1: Reciprocal bases in R2.

with coordinates in a non-orthogonal basis, result in the following

û(G(θ′′)) =
sin γ

2π

∫
R2

e−iG(θ′′)·F(x′)u(F(x′)) dx′,

u(F(x′)) =
1

2π sin γ

∫
R2

eiG(θ′′)·F(x′)û(G(θ′′)) dθ′′.

Since the new bases are reciprocal bases, the inner product G(θ′′) · F(x′) is given by θ′′1 x′1 +

θ′′2 x′2. Using previous expressions, a discrete Fourier transform for non-rectangular grids can
be introduced. With this purpose, a uniform infinite grid is defined:

Gh = {x′ = (x′1, x
′
2) | x′i = kihi, ki ∈ Z, i = 1, 2},

where h = (h1, h2) is a grid spacing. Now, for a vector grid function uh, the discrete Fourier
transform and its back Fourier transformation can be defined by

ûh(θ′′) =
h1h2 sin γ

2π

∑
x′∈Gh

e−i(θ′′1 x′1+θ′′2 x′2)uh(x′),

uh(x′) =
1

2π sin γ

∫
Θh

ei(θ′′1 x′1+θ′′2 x′2)ûh(θ′′)dθ′′,
(1)

where θ′′ = (θ′′1 , θ
′′
2 ) ∈ Θh = (−π/h1, π/h1] × (−π/h2, π/h2] are the coordinates of the point

θ′′1 e′′1 + θ′′2 e′′2 in the frequency space. Considering the scalar Fourier modes, ϕh(θ′′, x′) =

eiθ′′1 x′1 eiθ′′2 x′2 , their vector counterparts are ϕh(θ′′, x′) B
(
ϕh(θ′′, x′), ϕh(θ′′, x′)

)t , with x′ ∈ Gh,
and θ′′ ∈ Θh. They give rise to the Fourier space, F (Gh) = span{ϕh(θ′′, ·) | θ′′ ∈ Θh}.
From (1), it follows that each discrete function uh(x′) ∈ (l2h(Gh))2 can be written as a formal
linear combination of the Fourier modes, which are linearly independent discrete functions.

Due to the fact that the grid and the frequency space are referred to as reciprocal bases, the
Fourier modes have a formal expression, in terms of θ′′ and x′, similar to those in Cartesian
coordinates. Therefore, the Local Fourier analysis on non-rectangular grids can be performed
straightforwardly.

LetTh be a regular triangular grid on a fixed coarse triangleT ; see left picture of Figure 2.
Th is extended to the infinite grid Gh given before, where e′1 and e′2 are unit vectors indicating
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Figure 2: Regular triangular grid on a fixed coarse triangle T and its extension to an infinite
grid.

the direction of two of the edges of T , and such that Th = Gh
⋂
T , see right picture of Figure

2. Neglecting boundary conditions and/or connections with other neighboring triangles of
the coarsest grid, the discrete problem Lhuh = fh can be extended to the whole grid Gh. As
it is well-known, vector Fourier modes ϕh(θ′′, x′) are formal eigenfunctions of the discrete
operator Lh. More precisely, it is fulfilled

Lhϕh(θ′′, x′) = L̃h(θ′′)ϕh(θ′′, x′), L̃h(θ′′) =

 L̃u,u
h (θ′′) L̃u,v

h (θ′′)

L̃v,uh (θ′′) L̃v,vh (θ′′)

 ,
where matrix L̃h(θ′′) is the Fourier symbol of Lh.

Using standard coarsening, high and low frequency components on Gh are distinguished,
in the way that the subset of low frequencies is Θ2h = (−π/2h1, π/2h1] × (−π/2h2, π/2h2],
and the subset of high frequencies is Θh \Θ2h.

From these definitions LFA smoothing and two-grid analysis can be performed as in
rectangular grids, and smoothing factors for the relaxing methods µ and two-grid convergence
factors ρ, which give the asymptotic convergence behavior of the method, can be well defined.

§3. Relaxing methods

Collective three-color smoother and some collective line-wise smoothers are proposed as re-
laxing methods. These smoothers appear as a natural extension to triangular grids of some
smoothers widely used on rectangular grids, as red-black Gauss-Seidel and line-wise relax-
ations of zebra type.

3.1. Three–color smoother
To apply three-color smoother, the grid associated with a fixed refinement level η of a triangle
T of the coarsest triangulation,

GT,h = {x′ = (x′1, x
′
2) | x′j = k jh j, k j ∈ Z, j = 1, 2, k1 = 0, . . . , 2η, k2 = 0, . . . , k1}, (2)
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Figure 3: Three-color smoother.

is split into three disjoint subgrids,

Gi
T,h = {x′ = (x′1, x

′
2) ∈ GT,h | x′j = k jh j, j = 1, 2, k1 + k2 = i (mod 3)}, i = 0, 1, 2,

each of them associated with a different color, as shown in Figure 3, so that the unknowns of
the same color have no direct connection with each other.

The complete three-color smoothing operator is given by the product of three partial op-
erators, Sh(ω) = S2

h(ω)S1
h(ω)S0

h(ω). In each partial relaxation step, only the grid points of Gi
T,h

are processed, whereas the remaining points are not treated, i.e.

Si
h(ω)vh(x′) =

[(Ih − ωD−1
h Lh)vh](x′), x′ ∈ Gi

T,h,

vh(x′), x′ ∈ GT,h \Gi
T,h,

where Dh is the diagonal part of the discrete operator Lh, Ih is the identity operator and ω is
a relaxation parameter.

3.2. Zebra-type smoothers
For triangular grids, three different zebra smoothers can be defined on a triangle as shown in
Figure 4. They consist of two half steps. In the first half-step, odd lines parallel to the edges
of the triangle are processed, whereas even lines are relaxed in the second step, in which
the updated approximations on the odd lines are used. They will be denoted as zebra-red,
zebra-black and zebra-green smoothers, since they correspond to each of the vertices of the
triangle.

In order to perform these smoothers, a splitting of the grid GT,h into two different subsets
Geven

T,h and Godd
T,h is necessary. For each of the zebra smoothers these subgrids are defined

in a different way, and the corresponding distinction between them is specified in Table 1,
where k1 and k2 are the indices of the grid points given in (2). Thus, these three smoothers
SzR

h , SzB
h and SzG

h are defined by the product of two partial operators. For example, if zebra-red
smoother is considered, SzR

h = SzR−even
h SzR−odd

h where SzR−even
h is in charge of relaxing the points

in Geven
T,h and SzR−odd

h is responsible for the points in Godd
T,h . These smoothers are preferred to the
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Figure 4: Zebra line smoothers: approximations at points marked by 1 are updated in the first
half-step of the relaxation, and those marked by 2 in the second.

Relaxation Geven
T,h Godd

T,h
Zebra-red k2 even k2 odd

Zebra-black k1 even k1 odd
Zebra-green k1 + k2 even k1 + k2 odd

Table 1: Characterization of subgrids Geven
T,h and Godd

T,h for different zebra smoothers.

lexicographic line-wise Gauss-Seidel because in spite of having the same computational cost,
smoothing factors corresponding to zebra smoothers are better than those of lexicographic
line-wise relaxations as we will see further on.

§4. Fourier analysis results

It is easy to see that L̃R,h = R L̃hRt, where L̃h and L̃R,h are the LFA symbols of the discrete
operators associated with two grids, one obtained by rotating the other. Thus, it is fulfilled
that these LFA symbols are similar and therefore LFA results obtained for these two grids
are completely identical. Due to this property it is possible to restrict the analysis to triangles
that sit on the x-axis of the Cartesian coordinate system.

This section focuses on analyzing different smoothers for the posed problem, while the
components of the coarse–grid correction are taken as the standard ones as we have men-
tioned before.

One of the proposals here is the three–color smoother. In order to support the choice of
this smoother as a good option for some geometries, some results obtained comparing it with
the point-wise Gauss-Seidel are presented. For an equilateral triangle, these results appear in
Table 2, where their two–grid convergence factors ρ and also the experimentally measured
W–cycle convergence factors, denoted by ρh and obtained with a zero right-hand side and
a random initial guess, are shown in order to observe that convergence factors are very well
predicted by LFA. It can be observed that three-color smoother provides the best convergence
factors between the two smoothers.

However, the three–color smoother is not robust over all angles, that is, the highly satis-
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Gauss–Seidel Three–color smoother
ν1, ν2 ρ(ν1, ν2) ρh(ν1, ν2) ρ(ν1, ν2) ρh(ν1, ν2)
1, 0 0.516 0.506 0.422 0.422
1, 1 0.257 0.255 0.173 0.172
2, 1 0.172 0.172 0.097 0.095
2, 2 0.113 0.113 0.073 0.072

Table 2: Two–grid convergence factors ρ and measured W–cycle convergence rates ρh for
equilateral triangles.

Equilateral Isosceles (75o) Isosceles (85o)
ν1, ν2 µν1+ν2 ρ(ν1, ν2) µν1+ν2 ρ(ν1, ν2) µν1+ν2 ρ(ν1, ν2)
1, 0 0.503 0.422 0.811 0.814 0.976 0.977
1, 1 0.253 0.173 0.657 0.661 0.954 0.955
2, 1 0.127 0.097 0.533 0.536 0.932 0.934
2, 2 0.064 0.073 0.432 0.435 0.911 0.913

Table 3: LFA smoothing and two–grid factors for different triangles with three-color
smoother.

factory factors obtained for equilateral triangles worsen when one of the angles of the triangle
is small. This behavior can be seen in Table 3, where smoothing and two-grid factors obtained
with this smoother are shown for some representative triangles.

To overcome this difficulty, three zebra-type smoothers, associated with the three vertices
of the triangle, are proposed. These zebra–type smoothers are preferred to the lexicographic
block–line Gauss–Seidel smoothers because, despite having the same computational cost,
they are more suitable for parallel implementation and their two-grid convergence factors are
better, as we can see in Table 4 for an isosceles triangle with common angle 85o. Each of
these zebra–type smoothers is highly efficient when the angle corresponding to the vertex of
its color is sufficiently small. This is shown in Table 5, where smoothing and two-grid factors
for some representative triangles are shown.

As a final remark, it is observed that, depending on the geometry of the triangles, it
is possible to improve the convergence factors of three-color and zebra-type smoothers by
means of a relaxation parameter, whereas for the point-wise Gauss-Seidel and lexicographic
line-wise smoothers there is no improvement. For instance, in the case of equilateral triangles
the obtained convergence factor for three-color smoother is about 0.422 for ν1 = 1, ν2 = 0,
and it can enhance to 0.303 taking a damping parameter ω = 1.1.

§5. Conclusions

A Local Fourier Analysis for multigrid methods on triangular grids for the problem of planar
elasticity has been presented. Analogously to the scalar case, the key point of this analysis is
to introduce an expression of the Fourier transform in new coordinate systems, both in space
and in frequency variables, associated with reciprocal bases. This analysis makes highly



152 F. J. Gaspar, J. L. Gracia, F. J. Lisbona and C. Rodrigo

Lexicographic line-wise smoother Zebra–type smoother
ν1, ν2 ρ(ν1, ν2) ρh(ν1, ν2) ρ(ν1, ν2) ρh(ν1, ν2)
1, 0 0.333 0.331 0.143 0.142
1, 1 0.151 0.145 0.071 0.069
2, 1 0.094 0.094 0.047 0.046
2, 2 0.063 0.062 0.036 0.034

Table 4: LFA two–grid convergence factors and measured W–cycle convergence rates ρh for
isosceles triangles with common angle 85o.

Equilateral Isosceles (75o) Isosceles (85o)
ν1, ν2 µν1+ν2 ρ(ν1, ν2) µν1+ν2 ρ(ν1, ν2) µν1+ν2 ρ(ν1, ν2)
1, 0 0.535 0.404 0.387 0.165 0.265 0.143
1, 1 0.226 0.164 0.096 0.072 0.053 0.071
2, 1 0.104 0.088 0.034 0.047 0.034 0.047
2, 2 0.049 0.067 0.025 0.035 0.025 0.036

Table 5: LFA smoothing and two–grid factors for equilateral and isosceles triangles with
zebra–type smoother.

accurate predictions of the performance of a multigrid algorithm and as a consequence, also
the choice of the adequate components of the method for a given problem. In this paper
LFA has been applied to study the planar elasticity system, and with the help of this analysis
a three-color smoother and some zebra-type smoothers are proposed to obtain an efficient
multigrid algorithm to solve this problem.
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α-THEORY FOR
NEWTON-MOSER METHOD

José M. Gutiérrez, Miguel A. Hernández and Natalia Romero
Abstract. We study the semilocal convergence of Newton-Moser method to solve non-
linear equations F(x) = 0 defined in Banach spaces. The method defines a sequence {xn}

that under appropriate conditions converges to a solution of the aforesaid equation. In
fact, by following the known as α-theory, we give conditions on the starting point x0 and
on the derivatives of the operator F in order to establish such convergence. Finally, as an
application, we apply this theory to the study of a kind of integral equations.

Keywords: Newton’s method, Moser’s method, semilocal convergence.
AMS classification: 45G10, 47H17, 65J15.

§1. Introduction

Newton-Moser method is a method to numerically solve nonlinear equations. In order to
consider the more general case, let us consider a nonlinear equation

F(x) = 0, (1)

where F is an operator defined between two Banach spaces X and Y . Let us assume that x∗ is
a simple root of (1).

Newton-Moser method is an iterative method defined by xn+1 = xn − BnF(xn), n ≥ 0,
Bn+1 = 2Bn − BnF′(xn+1)Bn, n ≥ 0,

(2)

where x0 is a given point in X and B0 is a given linear operator from Y to X.
The method exhibits several attractive features. First, it avoids the calculus of inverse

operators that appears in Newton’s method, xn+1 = xn − F′(xn)−1F(xn), n ≥ 0. So it is not
necessary to solve a linear equation at each iteration. Second, it has quadratic convergence,
the same as Newton’s method. Third, in addition to solve the nonlinear equation (1), the
method produces successive approximations {Bn} to the value of F′(x∗)−1, being x∗ a solution
of (1). This property is very helpful when one investigates the sensitivity of the solution to
small perturbations.

We find the origin of the method in a Moser’s work [6] for investigating the stability of
the N-body problem in Celestial Mechanics. The main difficulty in this, and similar problems
involving small divisors, is the solution of a system of nonlinear partial differential equations.
In fact, Moser proposed the following method xn+1 = xn − AnF(xn), n ≥ 0,

An+1 = An − An(F′(xn)An − I), n ≥ 0,
(3)
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for a given x0 ∈ X, a given A0 ∈ L(Y, X), the set of linear operators from Y to X, and where I
is the identity operator in X.

Notice that the first equation is similar to Newton’s method, but replacing the operator
F′(xn)−1 by a linear operator An. The second equation is Newton’s method applied to equation
gn(A) = 0 where gn : L(Y, X) → L(X,Y) is defined by gn(A) = A−1 − F′(xn). So {An} gives
us an approximation of F′(xn)−1.

Method (3), firstly proposed by Moser, has a rate of convergence of (1+
√

5)/2 for simple
roots. However, the variant (2) later introduced by Ulm [9] reaches quadratic convergence.
Notice that in (2) F′(xn+1) appears instead of F′(xn).

Since then, method (2) has been also considered by other authors. For instance, Hald [4]
showed the quadratic convergence of the method. Later, Petzeltova [7] studied the conver-
gence of the method under Kantorovich-type conditions.

Recently, in [2] a system of recurrence relations is given in order to analyze the conver-
gence of Newton-Moser method (2) under estimations at one point. This theory, introduced
by Smale [8], is an alternative to Kantorovich theory [5] to study the semilocal convergence
of iterative processes to solve nonlinear equations. Roughly speaking, if x0 is an initial value
such that the sequence {xn} satisfies

‖xn − x∗‖ ≤
(1
2

)2n−1
‖x0 − x∗‖ ,

then x0 is said to be an approximate zero of F. The following conditions were introduced by
Smale [8] in order to prove that x0 is an approximated zero∥∥∥F′(x0)−1F(x0)

∥∥∥ ≤ β, (4a)

sup
k≥2

( 1
k!

∥∥∥F′(x0)−1F(k)(x0)
∥∥∥)1/(k−1)

≤ γ, (4b)

α = βγ ≤ 3 − 2
√

2. (4c)

Wang and Zhao [10] pointed that condition (4) is too restrictive. Instead of (4) they assume∥∥∥F′(x0)−1F(x0)
∥∥∥ ≤ β, (5a)

1
k!

∥∥∥F′(x0)−1F(k)(x0)
∥∥∥ ≤ γk, k ≥ 2, (5b) the equation φ(t) = 0 has at least a positive

solution, where φ(t) = β − t +
∑

k≥2
γktk.

(5c)

In [2] the semilocal convergence of Newton-Moser method is established from a system
of recurrence relations. However, a majorizing function, as the given in (5c), is not provided.
In this paper we present a majorizing function for Newton-Moser method and we give an
analysis of its convergence by following the patterns of the α-theory introduced by Smale.
The semilocal convergence hypothesis and the main theorem are shown in section 2.
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§2. Semilocal convergence results (α-theory)

In this section we study the semilocal convergence of Newton-Moser method (2) to solve the
nonlinear equation (1). Let us assume that F is a nonlinear operator defined from an open
subset Ω in a Banach space X to another Banach space Y . Let x0 ∈ Ω be a given point and
B0 ∈ L(Y, X) a given linear operator defined from Y to X.

Instead the aforesaid conditions (4) or (5), we consider the following ones:

‖B0F(x0)‖ ≤ γ0, (6a)
‖I − B0F′(x0)‖ ≤ β < 1, (6b)

‖B0F( j)(x0)‖ ≤ γ j, for j ≥ 2, (6c)
there exists R > 0 such that the series∑

j≥2
γ jt j/ j! is convergent for t ∈ [0,R),

(6d)

f (t̂) < 0, (6e)

where t̂ is the absolute minimum of the function

f (t) = γ0 + (β − 1)t +
∑
j≥2

1
j!
γ jt j, t ≥ 0. (7)

In addition, we consider the following scalar sequence
t0 = 0, b0 = −1,
tn+1 = tn − bn f (tn),
bn+1 = 2bn − bn f ′(tn+1)bn.

(8)

Condition (6e) allows us to say that function f (t) defined in (7) has at least one positive
root. Let us denote t∗ the smallest positive solution of f (t) = 0. With the rest of conditions in
(6), (7), (8), we can show that {tn} is an increasing monotone sequence to t∗ and

‖xn+1 − xn‖ ≤ tn+1 − tn, n ≥ 0. (9)

Consequently, as {tn} is a convergent sequence and {xn} is a sequence defined in a Banach
space, {xn} converges to a limit x∗, that can be shown it is a solution of the nonlinear equa-
tion (1).

In a more explicit way, the aforementioned comments are shown in the following results.

Theorem 1. Let us consider the scalar sequences {tn} and {bn} defined in (8). Then the
following relations hold:

1. bn < 0.

2. bn f ′(tn) < 1.

3. tn < tn+1 < t∗, where t∗ is the smallest positive root of (7).
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Proof. Firstly we notice that f ′′(t) > 0 for t > 0. Then, as f ′(0) = β−1 < 0 and limt→∞ f (t) =

∞, there exists a only value t̂ ∈ (0,∞) such that f (t̂) = 0. Then, condition (6d) guarantees the
existence of positive roots of function f (t) defined in (7).

Now we prove the aforementioned are true for n ≥ 0 by following an inductive reasoning.
For n = 0 these relations are obviously true. If we suppose they are true for a given value of
n, then bn+1 = bn(2 − bn f ′(tn+1)) < 0, since bn f ′(tn+1) < bn f ′(tn) < 1.

In addition, as (1 − bn f ′(tn+1))2 > 0, then bn+1 f ′(tn+1) = 2bn f ′(tn+1) − b2
n f ′(tn+1)2 < 1.

Now we have tn+2 − tn+1 = −bn+1 f (tn+1) > 0 and finally,

t∗ − tn+2 = (1 − bn+1 f ′(ηn+1))(t∗ − tn+1),

for ηn+1 ∈ (tn+1, t∗). As bn+1 f ′(ηn+1) < bn+1 f ′(tn+1) < 1, we conclude t∗ − tn+2 > 0 and the
induction is completed. �

Theorem 2. Under conditions (6), the scalar sequence {tn} defined in (8) is a majorizing
function for {xn} defined in (2), that is,

‖xn+1 − xn‖ ≤ tn+1 − tn, n ≥ 0. (10)

Consequently, {xn} converges to a limit x∗.

Proof. Formula (10) can be proved by following an inductive reasoning. In fact, we can
prove that the following inequalities hold for n ≥ 0:

(I) ‖I − BnF′(xn)‖ ≤ 1 − bn f ′(tn).

(II) ‖BnF(xn)‖ ≤ −bn f (tn).

(III) ‖BnF( j)(xn)‖ ≤ −bn f ( j)(tn), j ≥ 2.

Notice that (II) is equivalent to (10).
The aforesaid inequalities are clear for n = 0, just by taking into account (6). Now, if we

assume they are true for 0, 1, . . . , n, then we can prove they are also true for n + 1.
Firstly, by (2), we have the following relationships:

I − Bn+1F′(xn+1) = (I − BnF′(xn+1))2,

I − BnF′(xn+1) = I − BnF′(xn) −
∑
j≥1

1
j!

BnF( j+1)(xn)(xn+1 − xn) j,

‖I − BnF′(xn+1)‖ ≤ 1 − bn f ′(tn+1), (11)

‖I − Bn+1F′(xn+1)‖ ≤ (1 − bn f ′(tn+1))2 = 1 − bn+1 f ′(tn+1).

Then, (I) happens for n + 1.
Secondly,

BnF(xn+1) = (I − BnF′(xn))BnF(xn) +
∑
j≥2

1
j!

BnF( j)(xn)(xn+1 − xn) j.
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Consequently,

‖BnF(xn+1)‖ ≤ (1 − bn f ′(tn))(−bn f (tn)) +
∑
j≥2

1
j!

(−bn f ( j)(tn))(tn+1 − tn) j

= −bn f (tn)) − bn f ′(tn)(tn+1 − tn) +
∑
j≥2

1
j!

(−bn f ( j)(tn))(tn+1 − tn) j = −bn f (tn+1).

Then, by taking norms in Bn+1F(xn+1) = (2I − BnF′(xn+1))BnF(xn+1), we show that (II) also
holds for n + 1. In fact,

‖Bn+1F(xn+1)‖ ≤ −(2 − bn f ′(tn+1)(bn f (tn+1)) = −bn+1 f (tn+1).

Finally,

‖Bn+1F( j)(xn+1)‖ ≤ (2 − bn f ′(tn+1))
∑
k≥0

1
k!

(−bn f (k+ j)(tn))(tn+1 − tn)k

= −(2 − bn f ′(tn+1))(bn f ( j)(tn+1)) = −bn+1 f ( j)(tn+1).

Then (III) also holds and the induction is complete.
Now, as {tn} is a increasing sequence that converges to t∗, and the sequence {xn} is defined

in a Banach space, {xn} converges to a limit x∗. �

Theorem 3. Let x∗ be the limit of the sequence {xn} defined in (2). Then, if ‖B0‖ ≤ 1, x∗ is a
solution of (1), that is F(x∗) = 0.

Proof. Notice that ‖B0‖ ≤ 1 = −b0. Then, taking into account (11) and the relationship
Bn = (I + (I − Bn−1F′(xn))Bn−1, we can show that ‖Bn‖ ≤ −bn for n ≥ 0.

In addition, as Bn+1 − Bn = ((I − BnF′(xn+1))Bn, we have ‖Bn+1 − Bn‖ ≤ bn+1 − bn for
n ≥ 0 and then {Bn} is a Cauchy sequence. Consequently, there exists a linear operator B∗

such that B∗ = limn→∞ Bn, B∗F′(x∗) = I. Then (see [5, Th. 2, p. 153]) there exists F′(x∗)−1

and ‖F′(x∗)−1‖ ≤ −1/ f ′(t∗). This fact, together with (II) in the proof of Theorem 2 guarantees
that F(x∗) = 0. �

§3. Application to Fredholm integral equations

In this section we consider the following integral equation:

x(t) = z(t) + λ

∫ b

a
k(t, s)H(x(s)) ds, t ∈ [a, b],

where z is a given continuous function, H is an analytic function, k is a kernel continuous
in its two variables and λ is a real parameter. This equation can be written as a equation
F(x) = 0, where F : X → X is an operator defined on X = C[a, b], the space of continuous
functions in the interval [a, b]. The expression of such operator is the following:

F(x)(t) = x(t) − z(t) − λ
∫ b

a
k(t, s)H(φ(s)) ds, t ∈ [a, b]. (12)
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In the space of continuous functions in [a, b] we consider the max-norm:

‖g‖ = max
t∈[a,b]

|g(t)|, g ∈ C[a, b].

For the kernel k we define

‖k‖ = max
t∈[a,b]

∫ b

a
|k(t, s)| ds.

In [3] Newton’s method has been considered for studying the solution of (12). The two
main problems of using Newton’s method for solving a nonlinear equation is the choice of
the initial approximation x0 and the calculus of the inverses F′(xk)−1 (or the corresponding
solution of a linear equation) at each step. In [3] the initial approximation is chosen as
x0(t) = z(t) and then it is established a set of values for the parameter λ in order equation (12)
has a solution. An estimate for the norm of F′(x0)−1 is also given.

Now, in this section we use Newton-Moser method (2) for studying the solution of (12).
We consider the same choice for the initial approximation, that is x0(t) = z(t), but the calculus
of F′(x0)−1 it is not required now.

To construct the majorizing function (7) we need to calculate the parameters γ0, β and γ j,
j ≥ 2, given in (6), by taking as starting point the function x0 = z. The derivatives of order j
of (12) are j-linear operators from the space X j on X given by:

F′(x)[y1](t) = y1(t) − λ
∫ b

a
k(t, s)H′(x(s))y1(s) ds,

F( j)(x)[y1, . . . , y j](t) = −λ

∫ b

a
k(t, s)H( j)(x(s))y1(t) · · · y j(t) ds, j ≥ 2.

Now we consider a particular integral equation of type (12). We take x0(t) = z(t) and
B0 = I, the identity operator, as starting values for Newton-Moser method (2) and we study
the existence of solutions for the corresponding majorizing equation f (t) = 0, with f defined
in (7). Notice that different convergence results could be obtained under different choices for
x0(t) and B0.

Let us consider the nonlinear integral equation

F(x)(t) = x(t) − 1 − λ
∫ 1

0
cos(πst)x(s)m ds. (13)

We take x0(t) = 1 for all t ∈ [0, 1] and B0 = I. Then, γ0 = |λ|, β = m|λ| and

γ j =

|λ|m(m − 1) · · · (m − j + 1), if 2 ≤ j ≤ m,

0 if j > m.

Consequently the majorizing function (7) is given by

f (t) = |λ| + (m|λ| − 1)t + |λ|

m∑
j=2

(
m
j

)
t j = |λ|(1 + t)m − t.
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n Newton-Moser method (2) ρ

1 1.180118 × 10−1 1.78711
2 2.14224 × 10−3 1.84597
3 3.57016 × 10−5 1.92453
4 1.30970 × 10−8 1.96938
5 2.24399 × 10−15 1.98755

Table 1: Error estimates (10) and the computational order of convergence (14)

If m|λ| < 1 this function has an absolute minimum t̂ = −1+(m |λ|)−1/(m−1) and, in addition,
f (t̂) < 0.

Then, according with the results of the previous section, we have established a result on
the existence of solution for equations (13). In fact, if |λ| < 1/m, the integral equation (13) has
a solution. In addition, this solution can be approximated by using Newton-Moser method (2)
starting with x0(t) = 1 and B0 = I.

For instance, if we consider m = 5 and λ = 1
20 then, function

f (t) =
1

20

(
1 − 15t + 10t2 + 10t3 + 5t4 + t5

)
,

is the majorizing function of sequence {xn} and, t∗ = 0.0701898 is the smallest positive root
of f .

Using the majorizing sequence {tn}, we show in Table 1 a priori error estimates (10) and
the computational order of convergence [1]:

ρ ≈ ln
‖tn+1 − t∗‖
‖tn − t∗‖

/ ln
‖tn − t∗‖
‖tn−1 − t∗‖

, n ∈ N, (14)

when Newton-Moser method (2) is applied to solve equation (13).
Now, from Theorem 3 the integral equation (13) has a solution x∗ in B(1, 0.0701898)

which is the limit of the iterations of Newton-Moser method (2) starting with x0(t) = 1 and
B0 = I:

x1(t) = 1 + 0.015915493 t−1 sin(3.14159 t),

x2(t) = 1 + 0.017615759 t−1 sin(3.14159 t),

x3(t) = 1 + 0.017633935 t−1 sin(3.14159 t),

x4(t) = 1 + 0.017633938 t−1 sin(3.14159 t).

Considering iteration x4(t) as a numerical solution x∗ of integral equation (13) and the
computational order of convergence:

ρn ≈ ln
‖xn+1(t) − x∗‖
‖xn(t) − x∗‖

/
ln
‖xn(t) − x∗‖
‖xn−1(t) − x∗‖

, n ∈ N, (15)

Newton-Moser method reach computationally the R-order of convergence at least two. In
fact, ρ1 = 1.95368 and ρ2 = 1.97401.
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STABILITY OF EQUATORIAL AND HALO
ORBITS AROUND A NON-SPHERICAL

MAGNETIC PLANET
Manuel Iñarrea, Víctor Lanchares, Jesús Palacián,

Ana Isabel Pascual, José Pablo Salas and Patricia Yanguas

Abstract. The presence of micron size dust particles is frequent in the solar system
and their dynamics have attracted the attention of researchers from the very beginning.
Indeed, dusty rings of giant planets can be modeled by very simple models that take
into account the movement of a single particle. One of these models is the so-called
generalized Störmer problem, where a charged particle is supposed to orbit a spherical
planet with magnetosphere. In this case, it is known the presence of equatorial and circular
halo orbits as well as their stability. However, planets are not perfect spheres, and their
oblateness must be taken into account. The aim of this paper is to show how the oblateness
of the body affects the existence and stability of equatorial and halo orbits.

Keywords: Planetary magnetosphere, Störmer problem, equatorial and halo orbits, oblate-
ness, equilibria, stability.
AMS classification: 70F05, 70F15, 70H08, 70H12, 70H14.

§1. Introduction

The understanding of the dynamics of planetary tiny dusty rings is usually studied by means
of a single particle model named, in the literature, the generalized Störmer problem [1]. This
model describes the dynamics of a dust particle orbiting a rotating magnetic planet and it
takes into account the gravitational and magnetic effects. In this work we will consider that
the magnetic field is a perfect magnetic dipole aligned along the north–south poles of the
planet and the planet’s magnetosphere is a rigid conducting plasma which rotates with the
same angular velocity as the planet, which entails that the charge is subject to a corotational
electric field. Finally we will suppose that the planet is not spherical. This last assumption
introduces an additional perturbation to the previous works of Howard et al. [4, 3], Dullin et
al. [1], Grotta–Ragazzo et al. [2], where the spherical case is considered. The aim of this
paper is to study the influence of the oblateness coefficient in the existence and stability of
circular orbits paralell to the equator or lying in it, that is to say, halo orbits and equatorial
orbits respectively.

The paper is structured in three sections. The first one includes the Hamiltonian formula-
tion of the problem. Second section is devoted to analyze the existence of equatorial and halo
orbits. Some results about the stability of circular orbits appear in the third section.

Now, we start with the formulation of the problem. After using dimensionless cylindrical
coordinates and momenta (ρ, z, φ, Pρ, Pz, Pφ) and adding the influence of the oblateness to the
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generalized Störmer problem, the system can be modeled by the following two degrees of
freedom Hamiltonian function (see [1, 5, 6] for details)

H =
1
2

(
P2
ρ + P2

z +
P2
φ

ρ2

)
−

1
r
− δ

Pφ

r3 +
δ2

2
ρ2

r6 + δβ
ρ2

r3 + 3J2
z2

2r5 −
J2

2r3 , (1)

where r is the distance of the particle to the center of the mass of the planet and lengths and
time are expressed, respectively, in units of the planetary radius R and the Keplerian frequency
wK =

√
M/R2. The problem depends on five parameters. Three external parameters: δ, the

ratio between magnetic and Keplerian interactions (charge–mass ratio); β, the ratio between
electrostatic and Keplerian interactions; and J2, the oblateness coefficient of the planet. The
sign of J2 indicates if the planet is oblate (J2 > 0) or prolate (J2 < 0). The other two
parameters are internal ones: Pφ, the angular momentum and H = E, the energy of the
system.

Circular periodic trajectories appear as equilibria of the Hamiltonian system

ρ̇ =
∂H

∂Pρ
, ż =

∂H

∂Pz
, Ṗρ = −

∂H

∂ρ
, Ṗz = −

∂H

∂z
,

or equivalently, as critical points of the generalized potential energy function (called effective
potential) that can be written as

Ueff =
P2
φ

2ρ2 −
1
r
− δ

Pφ

r3 +
δ2

2
ρ2

r6 + δβ
ρ2

r3 + 3J2
z2

2r5 −
J2

2r3 .

As it is usual in the literature, we introduce the particle angular velocity,

ω = φ̇ =
∂H

∂Pφ
=

Pφ

ρ2 −
δ

r3 ,

to eliminate Pφ, because ω is a more interesting parameter from the point of view of ap-
plications. To simplify the calculations, we also move to spherical variables (r, θ, φ) given
by

ρ = r sin θ, z = r cos θ, θ ∈ [0, π/2].

With these changes, circular orbits are obtained as the solutions of the nonlinear system
of equations −6J2 + 2r2 + (9J2 − 2δ(β − ω)r2 − 2r5ω2) sin2 θ = 0,

(−3J2 + 2δ(β − ω)r2 − r5ω2) sin 2θ = 0.
(2)

Two types of equilibria, or circular orbits, appear depending on whether sin 2θ is equal to
zero or not. The first one occurs for sin 2θ = 0 and then θ = 0 or θ = π/2. If θ = 0 then
ρ = 0 and it constitutes a degenerate case, only meaningful for J2 > 1/3. If θ = π/2 we find
the equatorial orbits. The second case takes place for sin 2θ , 0, and it gives rise to circular
orbits parallel to the equator, also called halo orbits.
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Figure 1: Regions of existence of equatorial orbits fixed β (left figure) and fixed J2 (central
and right figure) in the δ–ω plane.

§2. Circular orbits

An important question is to establish the conditions under which each type of circular orbit
exists. We start discussing the case of equatorial orbits.

2.1. Equatorial orbits
As θ = π/2, the second equation of the nonlinear system (2) is always verified and, for the first
equation to be satisfied, r must be a positive real root of the following polynomial equation
in the variable r

3 J2 + 2(1 − βδ + δω) r2 − 2ω2 r5 = 0. (3)

Each positive real root of (3) corresponds to an equatorial orbit. Langbort [7] and Dullin
et al. [1] have studied, respectively, some particular cases, when the particle is not charged
(δ = 0) and when the planet is spherical (J2 = 0). Assuming δ , 0 and J2 , 0, some different
results about the existence of equatorial orbits are obtained. They can be summarized in the
following propositions (for details the reader is referred to [6]).

Proposition 1. The region of existence of equatorial orbits enlarges for increasing values of
J2, fixed β. If J2 is fixed, the region of existence enlarges or diminishes with β depending on
the sign of the charge of the particle.

Proof. The proof of this proposition, as well as the subsequent ones, is based on the analysis
of the discriminant of the polynomial in equation (3), and on the fact that the radius of the
orbit must be greater than one to be meaningful. Therefore, two curves appear delimiting the
region of existence of equatorial orbits:

3125J3
2ω

4 + 32(1 − βδ + δω)5 = 0, (4)

2 − 2βδ + 3J2 + 2δω − 2ω2 = 0. (5)

A detailed discussion of (4) and (5), in terms of the parameters β and J2, yields the desired
result. An illustration is given in Figure 1. �



166 Manuel Iñarrea et al.

2 = − 0 1

2 = − 0 3

2 =
2
3

(β2 − 1)

2 = − 0 23 2 = − 3
32

3125β4

J J

J J

J

Figure 2: Number of equatorial orbits for β = 0.9 and different values of J2 < 0.

In the proof of Proposition 1 it can be seen that for a prolate planet there may exist two
positive real roots of the equation (3). In this case, it is interesting to know when these two
roots give rise to two meaningful equatorial orbits, with radius greater than one. In this sense
we obtain the following result.

Proposition 2. If J2 < 0, there is a region where two equatorial orbits with r > 1 exist at the
same time.

Proof. The region is defined by the contact points of the limiting curves (4) and (5). As the
contact points are function of β and J2, this region varies as the parameters change, as it is
showed in Figure 2. �

It is worth noting that the region with two equatorial orbits is, in general, small in com-
parison with the region with only one equatorial orbit.

2.2. Halo orbits
The discussion about the existence of halo orbits is more difficult. Now, as θ , π/2, none of
the equations (2) vanishes identically and we are left to the equivalent system:

−3J2 + 2δ(β − ω)r2 − r5ω2 = 0, (6)

sin2 θ =
6J2 − 2r2

9J2 − 2δ(β − ω)r2 − 2r5ω2)
. (7)

The influence of J2 in the region of existence of halo orbits can be summarized in the
following two propositions.

Proposition 3. The region of existence of halo orbits diminishes as J2 increases for fixed β.
Besides, if J2 > 0, there is a range of charge-mass ratio not allowed for a particle to be in



Stability around a non-spherical magnetic planet 167

!3 !2 !1 0 1 2 3
!3

!2

!1

0

1

2

3

β = 0.4

J   = -0.3      J   = -0.5      J   = -0.9      2 2 2

!3 !2 !1 0 1 2 3
!3

!2

!1

0

1

2

3

β = 0.4

J   = 0.6      J   = 0.4      J   = 0.2      J   = 02 2 2 2

Figure 3: Region of existence of halo orbits for fixed β.
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Figure 4: Region of existence of halo orbits for fixed J2.

halo orbit. If J2 is fixed, the region enlarges or diminishes with β depending on the sign of
the charge.

Proof. The result follows from analysis of polynomial equation (6) and equation (7), taking
into account that 0 ≤ sin2 θ ≤ 1 and r > 1. As in the equatorial case, we find several limiting
curves which depend on the parameters β and J2. We arrive to the desired conclusion by the
discussion of the limiting curves. Figures 3 and 4 illustrate the results, where Figure 3 shows
the difference between oblate and prolate cases. Note how the gap of charge-mass ratios
increases with the oblateness. �

Proposition 3 considers halo orbits with r > 1, which is a strong constrain for non-
spherical bodies. Besides, it focuses on the existence of at least one halo orbit, but not in the
number of them. Next proposition solves these aspects, which are illustrated in Figure 5.

Proposition 4. There is a region where two halo orbits exist at the same time if J2 > 1/3.
This limit reduces to J2 > 1/8 if the body is a homogeneous ellipsoid of revolution.
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Figure 5: Region of existence of halo orbits for an oblate planet.

§3. Stability

Beyond the existence of circular orbits, their stability is an important question, as it deter-
mines the persistence of them with time. In this way, the stability follows from their charac-
ter as critical points of the effective potential. Thus, if the Hessian matrix has two positive
eigenvalues at the corresponding equilibrium, it is stable. The entries of the Hessian matrix
are given by the second order partial derivatives of the effective potential

∂2Ueff

∂r2 =
(δ2 + 2βδr3 − 6δωr3 + 3ω2r6) sin2 θ + 18J2r cos2 θ − 6J2r − 2r3

r6 ,

∂2Ueff

∂θ2 =
2(δ + ωr3)2 + [2δ2 − 3J2r + ω2r6 + 2δ(β + ω)r3] cos 2θ

r4 ,

∂2Ueff

∂r∂θ
=
−2δ2 + 9J2r − 2δ(β − 2ω)r3 + 2ω2r6

r5 sin θ cos θ.

3.1. Stability of equatorial orbits
Here we will only discuss the stability of equatorial orbits. In this case the crossed derivative
vanishes and the stability decouples in the radial direction (along the equator) and the vertical
direction (away the equator), given by the eigenvalues

λr = δ2 − 6J2r − 2r3 + 2βδr3 − 6δr3ω + 3r6ω2,

λθ = 3J2 − 2βδr2 + 2δr2ω + r5ω2.

Exploiting the idea that if λr = 0 or λθ = 0, a change in the stability occurs, we arrive to
the following results which are illustrated in Figures 6, 7 and 8.

Proposition 5. The area of radial stability enlarges when J2 decreases, fixed β. The contrary
for the stability away the equator.

Proposition 6. For fixed J2, the region of stability, both radial and away the equator, enlarges
if β increases and the charge is negative. For positive charged particles the region of stability
away the equator diminishes for increasing β.
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Figure 6: Regions of radial and vertical stability (respectively, left and right graphs) for
equatorial orbits fixed β.
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equatorial orbits fixed J2.
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Proposition 7. In the region with two equatorial orbits, the larger one suffers two changes
of stability in the radial direction for positive charged particles.
Proposition 8. If λr = 0, a saddle-center bifurcation takes place, whereas, if λθ = 0, there is
a pitchfork bifurcation.
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ARBITRARY HIGH ORDER SCHEMES
FOR THE SOLUTION OF THE LINEAR

ADVECTION EQUATION
B. Latorre, P. García-Navarro, J. Murillo and J. Burguete

Abstract. In this work an arbitrary high order formulation for solving the linear advection
equation with constant coefficients is presented. The conservative formulation is explicit,
one step, and provides information at the sub-mesh scale. High order accuracy in space
and time is achieved by means of polynomial representation of the states in each cell and
conservative functional approximation of the exact solution of the advection equation.
Altough high order methods are widely used when high precision of the numerical results
is required, in this work we study the use of high order methods to compute faster than
first order methods when low or middle precision of the numerical results is required.
Numerical results for one-dimensional problems using schemes up to order of accuracy 5
are presented.

Keywords: Linear advection, high-order schemes, CFA, computational efficiency, Legen-
dre polynomials.

§1. Introduction

The study of mixing in fluid flows is a complex problem involving different phenomena that
can be faced under different degrees of approximation. For many hydraulic and environmen-
tal applications it is widely assumed that the fate of a tracer concentration can be modeled
by means of the differential tracer mass conservation equation. This contains information on
the mechanism of advection by the average flow velocity as well as molecular diffusion and
turbulence mixing. The latter are often formulated as general diffusion or dispersion terms
in the equation [6]. Using the mass conservation equation for the fluid flow it can be simpli-
fied to get the most widely used non-conservative form known as the convection-dispersion
equation.

It is possible to solve numerically the advection-diffusion equation by discretizing the
complete equation or by solving separately the advection and the diffusion. In this work,
letting aside the technique that could be applied to the diffusive part, we are concerned with
an efficient and accurate treatment of the convective part.

Finite volume methods rely on an integral formulation of the conservation law. The evo-
lution of the cell averaged value of the conserved variable is evaluated through an estimation
of the fluxes at the cell edges. Godunov’s method, for instance, evaluates the flux using the
exact solution of the Riemann problem at the edge [3]. Several approximate Riemann solvers
have been proposed in order to generate efficient schemes [5], [4]. High order finite volume
methods use also high order spatial reconstrucions at the grid cells in order to improve the
evaluation of the numerical fluxes and Taylor time series or Runge-Kutta time integrations.
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The limiting procedure to avoid oscillations follows the same criteria than in finite differ-
ences. A well known second order finite volume method is the MUSCL-Hancock scheme
[10]. Ben-Artzi [1] and Toro [8] proposed methods based on the solution of the generalized
Riemann plobem (piecewise polynomial), up to second order [1] and arbitrary high order
(ADER) [8] [7] [9] in space and time. The ADER formulation offers the main advantage of
requiring a single time step, however, it is associated to the necessity of following the steps
of high order reconstruction, high order limitation, flux estimation and finally the storage of
a single cell averaged value. This is a disadvantage common to all finite volume methods.

Dumbser [2] introduced the ADER methodolgy in the discontinuos Galerkin finite ele-
ment framework. The variable is represented at every cell as a linear combination of basis
functions leading to high order discretization avoiding the reconstruction step. Time accuracy
is achieved in a single step thanks to the ADER formulation that transforms time derivatives
into space derivatives. The finite element formulation projects the conservation law on every
basis function in the time-space domain and evaluates the resulting integrals by means of
quadrature formulae, allowing the resolution in both structured and unstructured grids.

This work presents a high order discretization technique analogous to the finite element
methodology, based on Legendre polynomials. High order in space is achieved thanks to the
polynomial representation within each cell avoiding the reconstruction step. High order in
time is achieved in a single step by a conservative functional approximation (CFA technique)
of the exact solution of the conservation law and a direct evaluation of the resulting integrals
that does not require quadrature formulae. The resulting scheme is efficient in the sense that
it requires a minimum number of mathematical operations. The scheme of order N to solve
the linear advection equation in D dimensions requires 2DN2D multiplications and additions
per cell to calculate the evolution of the variable in a time step.

§2. Spatial discretization and sub-grid information

The numerical schemes considered in this work start from the basis that the information stored
in a cell is a functional approximation, of a certain order of accuracy, of the spatial distribu-
tion of the variable within that cell. The numerical scheme is built to calculate the system
evolution by providing an approximation of the new spatial distribution of the variable, at
every cell, in the next time step.

The spatial representation of the variables at every grid cell is based on the mathemat-
ical concept of Hilbert space, an infinite-dimensional function space, defined over a spatial
domain. The particular basis functions used in the present work are Legendre polynomials
Pn(x), defined in the spatial domain x ∈ [−1, 1]. Their orthogonality is given by the property:

〈Pm, Pn〉 =

∫ 1

−1
Pm(x)Pn(x) dx =

2
2n − 1

δm,n (1)

with the norm

‖Pn‖ =
√
〈Pn, Pn〉 =

√
2

2n − 1
. (2)

One useful property of the Legendre polynomials in the context of the present work is
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that, for n > 1 they do not have net area:∫ 1

−1
Pn(x) dx =

∫ 1

−1
Pn(x)P1(x) dx = 〈Pn, P1〉 = 2 δn, 1. (3)

An approximation of order of accuracy N of a square-integrable function g(x) in the in-
terval x ∈ [−1, 1] can be obtained as linear combination of the N first Legendre polynomials:

ḡ(x) =

N∑
n=1

gnPn(x) ≈ g(x), (4)

with the coefficients

gn =
2n − 1

2
〈g, Pn〉. (5)

It is important to note that the mentioned approximation is conservative. To prove this
property, fundamental to the conservative character of the numerical scheme, equation (4) is
integrated using (5) and (3):∫ 1

−1
ḡ(x) dx =

N∑
n=1

gn

∫ 1

−1
Pn(x) dx =

N∑
n=1

gn〈Pn, P1〉 = 2g1 =

∫ 1

−1
g(x) dx. (6)

Due to the restrictions on the domain where the Hilbert space is defined, it is necessary,
to move from a global to a local coordinate system within each cell, that is adapted to the
domain of orthogonality of the basis functions. For that purpose x′ will be used to denote the
global coordinate and x to denote the local, cell adapted, coordinate.

To summarize, for the scheme of order of accuracy N, the state of the system at time t
will be represented by means of the storage of N numbers at every grid cell n q t

i representing
the spatial distribution of the variable as linear combination of the Legendre polynomials

qi(x, t) =

N∑
n=1

nqt
iPn(x). (7)

2.1. Time evolution
The form to build a numerical scheme able to solve the time evolution of a given spatial
distribution based on the Legendre polynomial representation is next presented. The linear
advection equation in one dimension for a function q(x′, t) is

∂tq(x′, t) + λ∂xq(x′, t) = 0, (8)

with λ constant and positive. Instead of seeking an approximation of the individual terms in
the equation, the existing exact solution is used as the basis of the advective method, that can
be expressed in local coordinate

q(x, t + ∆t) = q(x − 2c, t), (9)
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where c is the CFL number

c =
|λ|∆t
∆x′

. (10)

Hence, starting from the known initial conditions, already expressed in local coordinates
(7), we are interested in an expression for the solution at time t = t + ∆t.

To achieve that, the pure transport formulated by (9) of the initial condition (7) is per-
formed leading to the exact solution in cell i:

q̃i(x, t + ∆t) =

qi−1(x + 2 − 2c, t) if − 1 < x < 2c − 1,
qi(x − 2c, t) if 2c − 1 < x < 1.

(11)

Finally a conservative functional approximation of (11) is performed in order to reach the
updated set of coefficients in the grid cell:

qi(x, t + ∆t) =

N∑
n=1

nqt+∆t
i Pn(x), (12)

with the coefficients
nqt+∆t

i =
2n − 1

2

∫ 1

−1
q̃i(x, t + ∆t)Pn(x) dx. (13)

2.2. Updating scheme
The exact calculation of the integrals present in the definition of the coefficients (13) leads to
the following updating numerical scheme of order accuracy N:

nqt+∆t
i =

N∑
j=1

jqt
i−1Ln, j(c) +

N∑
j=1

jqt
iRn, j(c), (14)

where c is the CFL number (10) used to evaluate the left matrix L:

L(c) = T (c, 1 − c) (15)

and the right matrix R:
R(c) = T (1 − c,−c). (16)

Both L and R matrix are written in terms of a translation matrix T :

Ti, j(a, b) = a
2 j − 1

2

min(i, j)∑
n=1

2
2n − 1

Ai,n(a, b)A j,n(a,−b), (17)

where A is a matrix with the property

Pi(ax + b) =

N∑
n=1

Ai,n(a, b)Pn(x). (18)



Arbitrary high order schemes for the solution of the linear advection equation 175

To illustrate the procedure, the expression of the auxiliary matrix A up to third order of
accuracy is next provided:

A(a, b) =

 1 0 0
b a 0
d 3ab a2

 , d =
a2 + 3b2 − 1

2
, (19)

and the corresponding T matrix

T (a, b) = a


1 −3b 5d
b a2 − 3b2 5

(
bd − a2b

)
d 3

(
a2b − bd

)
a4 − 15a2b2 + 5d2

 , d =
a2 + 3b2 − 1

2
. (20)

The numerical scheme (14) is conditionally stable provided that c ≤ 1 for all orders of
accuracy. This is dictated by the advection rule assumed (11) that only holds for c ≤ 1. The
scheme is exact when c = 1 in the sense that it transports exactly the polynomial distribution
within every grid cell.

It is worth noting that in a simulation with fixed ∆t and ∆x, matrices L and R are constant.
The scheme of order of accuracy N requires in this case 2N2 multiplications and additions per
cell and time step. Taking in to account that the maximum time step allowed is independent
of the order of accuracy, the total computational cost grows with the order of accuracy at a
rate N2.

§3. Numerical tests

3.1. Test 1
A Gaussian initial distribution is used as first test case to quantify the actual order of accuracy
of the different approximations:

q(x′, 0) = e−(x′−1)2/0.05. (21)

A domain x′ ∈ [0, 2] is considered and periodical boundary conditions assumed. The
advection velocity is chosen λ = 1 and a simulation time of t = 20 is performed so that the
Gaussian distribution crosses 10 times the computational domain. The exact solution is the
initial distribution at the same location. Using c = 0.95, simulations with different cell size
∆x have been performed and their error has been evaluated using the L1 norm as follows:

L1 =
1

2M

M∑
i=1

∫ 1

−1
|qi(x) − qExact(x)| dx, (22)

where M represent the cell number and the integrals in (22) are numerically computed.
The L1 error norm corresponding to numerical schemes of orders of accuracy 2, 3, 4 and

5 versus the grid spacing is represented in logarithmic scale in Figure 1. In all the cases, the
results have been fit to a straight line and the slope found is indicated in the figure.



176 B. Latorre, P. García-Navarro, J. Murillo and J. Burguete

-9

-8

-7

-6

-5

-4

-3

-2

-1

 0

-1.8-1.6-1.4-1.2-1-0.8

Lo
g(

L1
)

Log(Dx)

CFA order=2  (m=2.44)

CFA order=3  (m=3.57)

CFA order=4  (m=4.21)

CFA order=5  (m=5.27)

Figure 1: Error convergence of the CFA methods of order of accuracy 2, 3, 4 and 5 in the
numerical test 1.

3.2. Test 2

The same initial distribution (21) and the same domain x′ ∈ [0, 2] are considered with the fo-
cus on the computational efficiency of the different schemes. We are interested in comparing
the computational time required by the different schemes to achieve a target computational
accuracy. The error of the schemes is quantified using the L1 norm (22). Figure 2 displays the
shape of the numerical solutions corresponding to values of log(L1) = −1 and log(L1) = −2
compared to the exact solution in order to state the acceptable size of this error in practical
applications.

Two sets of computations, corresponding to a simulation time of t = 20 and t = 200,
have been made and are plotted in Figures 3 a) and 3 b) respectively. These figures are a
representation of the L1 errors produced by the CFA schemes of orders of accuracy 1, 2, 3,
4 and 5 as a function of the computational time used, in logarithmic scale. In general, given
a desired maximum error there is a scheme of a certain order of accuracy able to provide
the solution at the lowest cost. Also, the figures show that if, when starting by a first order
approach the numerical error is excessive, refining the grid is never the best option to reduce
the error. This tendency continues and indicates that, for longer simulations (either in larger
domains) higher order approximations gain in relative efficiency.

§4. Conclusions

A new approximation well suited for high order advection simulation has been presented.
The scheme is explicit and based on a single updating step. Piecewise polynomial spatial
discretization using Legendre polynomials provides the required spatial accuracy and the
subgrid information. The updating scheme is built from the functional approximation of the
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Figure 2: Shape of the numerical solutions corresponding to values of log(L1) = −1 and
log(L1) = −2 compared to the exact solution in order to visualize the size of the L1 error in
Test case 2.

exact solution of the advection equation and a direct evaluation of the resulting integrals.
The numerical details have been provided and the schemes have been validated using a

set of numerical experiments. Some of the test cases have been oriented to the convergence
analysis of the schemes of different order of accuracy with an special interest in the compu-
tational efficiency of the different options. The results from the schemes from 1st to 5th order
of accuracy have been presented showing that, in general, given a desired maximum error,
there is a scheme of a certain order of accuracy able to provide the solution at the lowest cost.
It is also worth remarking that if when starting by a first order approach the numerical error
is excessive, refining the grid is never the best option to reduce the error. It is also true that
for longer simulations (either in larger domains) higher order approximations gain in relative
efficiency.
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SOLVING ONE-DIMENSIONAL LINEAR
BOUNDARY VALUE PROBLEMS BY

MULTI-POINT TAYLOR POLYNOMIALS.
APPLICATIONS TO SPECIAL FUNCTIONS

José Luis López, Ester Pérez Sinusía and Nico M. Temme

Abstract. We consider second order linear differential equations of the form ϕ(x)y′′ +

f (x)y′ + g(x)y = h(x) in a real finite interval I with mixed Dirichlet and Neumann bound-
ary data and a representation of its solution y(x) by a multi-point Taylor expansion. The
number and location of the base points of that expansion are conveniently chosen to guar-
antee that the expansion is uniformly convergent ∀x ∈ I. We propose several algorithms
to approximate the multi-point Taylor polynomials of the solution based on the power
series method for initial value problems. We show that multi-point Taylor polynomials
are adequate to approximate the solution when the singularities of the coefficient func-
tions of the differential equation are close to the interval I. We apply this technique to the
approximation of several special functions.

Keywords: Second order linear differential equations, boundary value problem, multi-
point Taylor expansions, special functions.
AMS classification: 34A25, 34B05, 41A58.

§1. Introduction

Let us consider boundary value problems of the formϕ(x)y′′ + f (x)y′ + g(x)y = h(x) in (−1, 1),
MY = N,

(1)

where

M =

(
M11 M12 M13 M14
M21 M22 M23 M33

)
, N =

(
N1
N2

)
, YT =

(
y(−1), y′(−1), y(1), y′(1)

)
,

Mi j and Ni are real numbers and rank(M) = 2. We assume that (1) has a unique solution.
Different methods for approximating the solution of this kind of problems have been

developed in the literature. Among these methods, the Taylor polynomial method is one
of the most used tools. In the last few years, several authors have revisited this method
and proposed new algorithms ([1, 6]). In the case in which it is possible to find a disk of
convergence where the coefficient functions ϕ, f , g and h are analytic, the interval [−1, 1] is
contained inside that disk and ϕ(x) does not vanish in that disk, the basic idea of the method
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proposed by Sezer and Kesan ([1, 6]) is the following. We consider the finite part of the
Taylor expansion of the solution y at x = c:

y(x) ' yn(x) B
n∑

k=0

ak(x − c)k

and equate to zero the Taylor coefficients at x = c of R(x) B ϕ(x)y′′n (x) + f (x)y′n(x) +

g(x)yn(x) − h(x) up to the order n − 2. Thus, we obtain a system of n − 1 linear equations
for the n + 1 unknowns a0, a1, a2, . . . , an. The system is complemented with the two linear
equations MY = N. We obtain then a linear system of n + 1 equations and n + 1 unknowns
a0, a1, a2, . . . , an, whose solution gives an approximation to the Taylor polynomial yn(x), and
then an approximation of the solution y(x) of (1) ([1, 6]).

When [−1, 1] is not included in the disk Dr(c), we can take several points ck (typically
along the interval [−1, 1]) in such a way that [−1, 1] ⊂ ∪kDrk (ck). Then, we use a Taylor ex-
pansion of the solution at every such point x = ck and match these expansions at intersecting
disks Drk (ck) [5, Sec. 7]. In this way, we obtain an approximation of the solution of (1) in the
form of a piecewise polynomial in several subintervals of [−1, 1]. Although this method gives
an analytic approximation to the solution, this approximation is not uniform in the whole in-
terval [−1, 1] because it has a different polynomial representation over different subintervals
[−1, 1] ∩ Drk (ck). Besides this, the coefficients of the Taylor polynomial in every subinterval
are determined by the coefficients of the Taylor polynomial in the adjacent subintervals, and
this matching of expansions translates into numerical errors.

Thus, our purpose in this work is to show that multi-point Taylor polynomials [3, 4] com-
bined with the method proposed in [1, 6] are adequate to approximate the solution of these
equations in the case in which it is not possible to find a disk of convergence containing the
interval of integration. Besides this, we show that this approximation provides a convergent
expansion of the solution uniformly valid in the whole interval.

The paper is organized as follows. Section 2 presents a new method by considering two-
point Taylor expansions instead of the classical Taylor expansion. We illustrate the technique
with different examples. As a straightforward generalization of the two-point Taylor approx-
imation, Section 3 includes an approximation by an n−point Taylor expansion.

§2. A Taylor expansion of the solution at the two extreme points

Let us consider a two-point Taylor expansion of the solution of (1) at the base points x = ±1
([3]):

y(x) =

∞∑
k=0

[ak + bk x](x2 − 1)k, (2)

where the (unique) two-point Taylor coefficients ak and bk are related to the derivatives of y
at x = ±1 ([3]).

We denote the Cassini oval in the complex plane with foci at x = ±1 and Cassini radius r
by Or =

{
z ∈ C | |z2 − 1| = r

}
and the Cassini disk by Dr =

{
z ∈ C | |z2 − 1| < r

}
. When

r > 1, Or is a single oval, when r = 1 it is a lemniscate, and when r < 1 it consists of two
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Figure 1: Graph of the Cassini disk when r > 1.

small ovals around the points ±1. When we assume r > 1, the interval [−1, 1] is lying inside
Dr (see Figure 1).

Suppose that the functions ϕ, f , g and h are analytic in the Cassini disk Dr, r > 1, and
ϕ , 0 inDr. We propose the following algorithm to approximate the unique solution y of (1).
Algorithm 1. The method of Frobenius assures that the unique solution y of (1) is analytic
in the Cassini disk Dr. Then, it is shown in [3] and [4] that y admits a two-point Taylor
expansion of the form (2). From (2) we have

y′(x) =

∞∑
k=0

{[
(2k + 1)bk + 2(k + 1)bk+1

]
+ 2(k + 1)ak+1x

}
(x2 − 1)k,

y′(x) =

∞∑
k=0

{[
(2k + 1)bk + 2(k + 1)bk+1

]
+ 2(k + 1)ak+1x

}
(x2 − 1)k,

y′′(x) =

∞∑
k=0

2(k + 1)
{[

(2k + 1)ak+1 + 2(k + 2)ak+2
]
+

[
(2k + 3)bk+1 + 2(k + 2)bk+2

]
x
}

× (x2 − 1)k.

(3)

Using the above two-point Taylor expansions of y, y′ and y′′, we equate to zero the two-point
Taylor coefficients of R(x) B ϕ(x)y′′ + f (x)y′ + g(x)y− h(x) at x = ±1. We obtain in this way
ak and bk, k = 2, 3, 4, . . . , from a system of two recursions of the form:

ak =

k−1∑
j=0

[αk, ja j + βk, jb j] + γk,

bk =

k−1∑
j=0

[α′k, ja j + β′k, jb j] + γ′k,

k = 2, 3, 4, . . . , (4)

where the coefficients αk, j, βk, j, γk, α′k, j, β
′
k, j, γ

′
k depend on the two-point Taylor coefficients

of ϕ, f , g and h at x = ±1. The computation of the coefficients ak, bk, k = 2, 3, 4, . . . , requires
the initial seed a0, b0, a1 and b1. From these recurrence relations we obtain the two-point
Taylor coefficients ak and bk, k = 2, 3, 4, . . ., of y at x = ±1 as an affine combination of the
four first coefficients a0, b0, a1 and b1. We have ak = Aka0 + Bkb0 + Cka1 + Dkb1 + Ek,

bk = Fka0 + Gkb0 + Hka1 + Ikb1 + Jk,
k = 2, 3, 4, . . . , (5)
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where the coefficients Ak, Bk, . . . , Jk are functions of αk, j, βk, j, γk, α′k, j, β
′
k, j, γ

′
k. The parame-

ters a0, b0, a1 and b1 are linked by the equations MY = N, with

YT = (a0 − b0, b0 + 2b1 − 2a1, a0 + b0, b0 + 2b1 + 2a1). (6)

This means that only two of these four parameters are free; suppose, for example, that a1 and
b1 are free (if we choose another pair of parameters as free parameters we can proceed in a
similar manner). Then, every two-point Taylor coefficient ak and bk, k = 2, 3, 4, . . . , is an
affine combination of only a1 and b1.

Every pair (a1, b1) gives rise to a different function y given by (2)-(5). Formally, all of
these functions y are solutions of (1). But this problem has a unique solution, and then it
must happen that the series (2) is convergent only for one pair (a1, b1), the one that gives rise
to the unique solution of (1). The series (2) must be divergent for any other pair (a1, b1).

The correct values (a1, b1) may be then obtained by imposing the convergence of (2). In
practice, we obtain an approximation (ã1, b̃1) of (a1, b1) by solving the two linear equations
an+1 = bn+1 = 0 (an+1 and bn+1 are affine combinations of a1 and b1). Doing this we are
imposing implicitly that (2) is convergent when we approximate this infinite series by

yn(x) B
n∑

k=0

[ak + bk x](x2 − 1)k. (7)

Once we have obtained the approximation (ã1, b̃1), we obtain from MY = N an approximation
(ã0, b̃0) of (a0, b0) and then, from (5), we obtain the approximations ãk and b̃k, k = 2, 3, 4, . . .
of ak and bk as affine combinations of ã1 and b̃1 and hence, the approximate two-point Taylor
polynomial

ỹn(x) B
n∑

k=0

[ãk + b̃k x](x2 − 1)k. (8)

Algorithm 1 can be reformulated in a more appropriate computational form. For further
information, we refer to [2].

Example 1. Consider the boundary value problem
(
x2 +

1
4

)
y′′(x) + i

[
c − (a + b + 1)

(1
2

+ ix
)]
y′(x) + ab y(x) = 0, x ∈ (−1, 1),

y(−1) = 2F1(a, b; c; 1/2 − i), y(1) = 2F1(a, b; c; 1/2 + i).

We have M11 = M23 = 1 and the remaining Mi j = 0; N1 = 2F1(a, b; c; 1/2 − i), N2 =

2F1(a, b; c; 1/2+ i), ϕ(x) = x2 +1/4, f (x) = i(c−(a+b+1)(1/2+ ix)), g(x) = ab and h(x) = 0.
The unique solution of this problem is the hypergeometric function: y(x) = 2F1(a, b; c; 1/2 +

ix).
The coefficient functions are entire functions, but the function ϕ(x) = (x2 + 1

4 ) vanishes at
x = ±1/2i. Thus, this function is nonvanishing in the Cassini diskDr with foci at x = ±1 for
any 1 < r <

√
5/2.

We have  y(−1) = a0 − b0 = 2F1(a, b; c; 1/2 − i),
y(1) = a0 + b0 = 2F1(a, b; c; 1/2 + i),
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Figure 2: Graph of the real part and the imaginary part of the exact solution 2F1(a, b; c; 1/2 +

ix) (blue) and the approximations ỹn, n = 0, 1, . . . , 7 for a = 1, b = 2 and c = 3.

thus, 
a0 =

2F1(a, b; c; 1/2 + i) + 2F1(a, b; c; 1/2 − i)
2

,

b0 =
2F1(a, b; c; 1/2 + i) − 2F1(a, b; c; 1/2 − i)

2
.

The two-point Taylor expansions of the coefficient functions are finite in this example:

ϕ(x) =

[5
4

+ 0 · x
]

+ [1 + 0 · x] (x2 − 1),

f (x) =

[
i
(
c −

a + b + 1
2

)
+ (a + b + 1)x

]
, g(x) = [ab + 0 · x] ,

and then, the recursions are, for k = 0, 1, 2, . . .,

5(k + 1)(k + 2)ak+2 +
1
2

(k + 1)(4a + 4b + 9 + 18k)ak+1 − i(k + 1)(a + b + 1 − 2c)bk+1

+ (a + 2k)(b + 2k)ak −
i
2

(2k + 1)(a + b + 1 − 2c)bk = 0,

5(k + 1)(k + 2)bk+2 +
1
2

(k + 1)(4a + 4b + 19 + 18k)bk+1 − i(k + 1)(a + b + 1 − 2c)ak+1

+ (1 + a + 2k)(1 + b + 2k)bk = 0,

with a0 and b0 given above and a1 and b1 free.
For several values of n ∈ N, we solve the equations an+1 = bn+1 = 0 for a1 and b1 and ob-

tain the approximate values ã1 and b̃1. From the above recursions and using the exact values
of a0 and b0 and the approximate ã1 and b̃1 we obtain the approximate Taylor polynomial.
Figure 2 shows the approximation ỹn(x) of y(x) for some values of n and a, b and c.

Example 2. As an example of an oscillatory function we consider the boundary value prob-
lem 

[a + b + (b − a)x]2 y′′ + (b − a) [a + b + (b − a)x] y′

+ (b − a)2
[(a + b + (b − a)x

2

)2
− α2

]
y = 0, x ∈ (−1, 1),

y(−1) = Jα(a), y(1) = Jα(b),

(9)
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Figure 3: Plot of the exact solution y(x) = Jα( a+b+(b−a)x
2 ) (thick blue) of (9) and the approxi-

mations ỹ10(x) (red) and ỹ11(x) (magenta) with a = 1, b = 19 and α = 1.

with 0 < a < b. We have M11 = M23 = 1 and the remaining Mi j = 0; N1 = Jα(a), N2 = Jα(b),
ϕ(x) = (a + b + (b− a)x)2, f (x) = (b− a)[a + b + (b− a)x], g(x) = (b− a)2[( a+b+(b−a)x

2 )2 − α2]
and h(x) = 0. We consider the base points ±1. The unique solution of this problem is the
Bessel function: y(x) = Jα( a+b+(b−a)x

2 ).
For several n ∈ N, we seek for an approximation ỹn(x) of the two-point Taylor polynomial

yn(x) of y(x) using Algorithm 1. Figure 3 illustrates the approximation y(x) ' ỹn(x) for some
values of n, a, b and α.

Other examples in which two-point Taylor polynomials may be applied can be found
in [2].

§3. A Taylor expansion of the solution at n points

When the Cassini disk Dr of analyticity of the coefficient functions of (1) with foci x = ±1
does not contain the interval [−1, 1], we may consider an n−point Taylor expansion with
n > 2 (see [4]). When those base points are conveniently chosen, we facilitate the inclusion
of the interval [−1, 1] in the generalized Cassini disk of convergence of the n−point Taylor
expansion.

In general, if the coefficient functions have more singular points P1, P2, P3, . . . , close
to the interval [−1, 1], then we should consider a multi-point Taylor expansion with more
base points such that the region of convergence avoids those singular points and contains
the interval [−1, 1]. When we take more base points for the multi-point Taylor expansion,
we squeeze the convergence region of the expansion avoiding the singular points Pk and
including the interval [−1, 1] in this region [4] (see Figure 4). The generalization of Algorithm
1 from two-point Taylor expansions to the n−point Taylor expansion case is straightforward.
For further information, we refer to [2].

We illustrate the idea for n = 3 with the following example.

Example 3. Consider the boundary value problem
[
1 − (x − ia)2

]
y′′ − 2(x − ia)y′ +

[
ν(ν + 1) −

µ2

1 − (x − ia)2

]
y(x) = 0, x ∈ (−1, 1),

y(−1) = Pµ
ν (−1 − ia), y(1) = Pµ

ν (1 − ia),
(10)
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Figure 4: Typical portrait of the convergence region of a five-point Taylor expansion at the
five base points x = ±1, x = ±1/2 and x = 0.

with 0 < a and Pµ
ν (z) the Legendre function of the second kind with ν, µ ∈ C. The coefficient

functions are entire functions, but the function ϕ(x) = [1 − (x − ia)2] vanishes at x = ±1 − ia.
If a <

(√
5−2

)1/2, we cannot find a Cassini oval with foci at x = ±1 that contains the interval
[−1, 1] and that does not contain the points x = ±1 − ia. Hence, we cannot apply the method
of Section 2. We consider then a three-point Taylor approximation for y with base points
x = ±1 and x = 0 (see [4]) in the form

y(x) =

∞∑
k=0

[ak + bk x + ck x2]xk(x2 − 1)k.

This expansion is convergent in the region (see [4]) Er =
{

z ∈ C | |z(z2 − 1)| < r
}

with r ≤

a
√

a4 + 5a2 + 4, that does not contain the points x = ±1 − ia. Moreover, this region contains
the interval [−1, 1] when r > 2/(3

√
3) (see Figure 5).

Figure 6 shows the approximation for some values of ν, µ and a.
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[4] López, J. L., and Temme, N. M. Multi-point Taylor expansions of analytic functions.
Trans. Amer. Math. Soc. 356, 11 (2004), 4323–4342.



188 José Luis López, Ester Pérez Sinusía and Nico M. Temme

Figure 5: The region Er of convergence of Example 3 contains the real interval [−1, 1] and it
does not contain the zeros ±1 − ia of the function ϕ if 2/(3

√
3) < r ≤ a

√
a4 + 5a2 + 4.

-1.0 -0.5 0.5 1.0

1.0

1.5

2.0

2.5

-1.0 -0.5 0.5 1.0

-4

-2

2

4

Figure 6: Plot of the exact solution y(x) = Pµ
ν (x − ia) (thick blue) of (10) and the approxima-
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MATHEMATICAL ANALYSIS
OF A STRATIGRAPHIC MODEL

FOR THE LARGE SCALE DEPOSITIONAL
TRANSPORT PROCESSES

Mohamed Salem Louly

Abstract. This work deals with the study of a stratigraphic model for the formation of
geological basins under a maximal erosion rate constraint. It leads to an original class of
conservation laws in order to simulate the large scale depositional transport processes of
sediments.The main feature of the mathematical framework is characterized by a global
constraint on the time-derivative of the unknown (the theoretical topography) and a non-
linear transport term.Various theoretical results and research procedures are presented for
solving the monolithologic column case: existence and uniqueness of an approximat-
ing sequence via an implicit time-discretization scheme, lack of compactness results and
open problems for passing to the limits in the discretized processes (double weak con-
vergence in the diffusive term).The locally hyperbolic behavior of the model is illustrated
by constructing realistic traveling-waves solutions and by pointing out some surprising
properties (barrier effects and dead-zones).

Keywords: Stratigraphic modelling, limited weathering, inverse problem.
AMS classification: 35K20, 35K85, 35Q72.

§1. Introduction

Let us consider a sedimentary basin, with base Ω, bounded domain inRd, (d = 1, 2), supposed
horizontal at the zero topographic level. One denotes by S B S (t, x), (t, x) ∈ Q, with Q B
[0,T ] × Ω, T > 0, the sediments height, and, by ~V B ~V(x, S ), a transport term, and finally,
one denotes by ~q the flow of matter.

According to the Darcy law, we propose the following equality for sediment flux:

~q = −λ
[
∇S + ~V(x, S )

]
,

where λ is a proportionality coefficient; it is playing the role of a flux limiter, with the relevant
law of state in the non-standard form, according to [1, 4]:

∂S
∂t

+ E ≥ 0, 0 ≤ λ ≤ 1 and (1 − λ)
(
∂S
∂t

+ E
)

= 0 a.e. in Q, (1)

where E is a positive constant. Then, to express such a constraint, the limiter λ will be in
H

( ∂S
∂t + E

)
, whereH denotes the maximal graph of Heaviside.
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On the other hand, the mass conservation law gives us

∂S
∂t

+ div ~q = 0 a.e. in Q.

Therefore,
∂S
∂t
− div

{
λ

(
∂S
∂t

+ E
) [
∇S + ~V(x, S )

]}
= 0, a.e. in Q.

It is a degenerate non-linear hyperbolic equation. Thus, we formulate the model in the fol-
lowing way (homogeneous Dirichlet conditions on the boundary):

(P)



Find (S , λ) ∈ L∞(0,T ; H1
0(Ω)) ∩ H1(Q) × L∞(Q) ∩H

(
∂S
∂t + E

)
such that, for almost any t ∈ ]0,T [ and for all v ∈ H1

0(Ω),∫
Ω

∂S
∂t
v dx +

∫
Ω

λ
[
∇S + ~V(x, S )

]
· ∇v dx = 0,

∂S
∂t

+ E ≥ 0 a.e. in Q if d = 2, S (0, ·) = S 0 in H1
0(Ω),

where ~V ∈ W1,∞(Ω × R,R2). Note that if d = 1, thanks to the Saks lemma,(
∂S
∂t

+ E
)−
≤ −

∂

∂x

[
λ

(
∂S
∂x

+ V(x, S )
)]

1{ ∂S
∂t +E<0} = 0.

If d = 2, the argument fails for the divergence operator.
Firstly, we consider the lipschitz approximation of the Heaviside function:

λε : r ∈ R 7−→ λε(r) = min
(

r+

ε
, 1

)
, ε > 0.

Then, we introduce the approximating formulation, solving in the following sense:

For S 0 ∈ H1
0(Ω), find S ε ∈ L2(0,T ; H1

0(Ω)) such that ∂S ε

∂t ∈ L2(0,T ; L2(Ω)),
verifying, for all v ∈ H1

0(Ω) and for almost any t ∈ ]0,T [ ,∫
Ω

∂S ε

∂t
v dx +

∫
Ω

λε

(
∂S ε

∂t
+ E

) [
∇S ε + ~V(x, S ε)

]
· ∇v dx = 0,

∂S ε

∂t
+ E ≥ 0 a.e. in Q(if d = 2), S ε(0, ·) = S 0 a.e. in Ω.

§2. An implicit time discretization method

Let S 0 ∈ H1
0(Ω) and a real h > 0. Then we consider the variational problem

(Pε)


Find S ε in H1

0(Ω) such that, for any v ∈ H1
0(Ω),∫

Ω

S ε − S 0

h
v dx +

∫
Ω

λε

(S ε − S 0

h
+ E

) [
∇S ε + ~V(x, S ε)

]
· ∇v dx = 0.
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It is a degenerate problem. Then we use an artificial viscosity method: let δ ∈ ]0, 1[ and
consider the nondegenerate stationary problem

(
Pδε

) 
Find S δ

ε in H1
0(Ω) such that, for all v ∈ H1

0(Ω),∫
Ω

S δ
ε − S 0

h
v dx +

∫
Ω

[
λε

(S δ
ε − S 0

h
+ E

)
+ δ

][
∇S δ

ε + ~V(x, S δ
ε)
]
· ∇v dx = 0.

To resolve this problem, we use Schauder-Tikhonov fixed point theorem in separable Hilbert
spaces. Exactly, we make the following step: for any g ∈ H1

0(Ω), let us introduce the linear
problem

(
P
δ,g
ε

) 
Find S δ,g

ε in H1
0(Ω) such that, for any v ∈ H1

0(Ω),∫
Ω

S δ,g
ε − S 0

h
v dx +

∫
Ω

[
λε

(g − S 0

h
+ E

)
+ δ

][
∇S δ,g

ε + ~V(x, g)
]
· ∇v dx = 0,

which possesses a unique solution according to the theorem of Lax-Milgram. Then, we can
define the mapping

ψ : g ∈ H1
0(Ω) −→ S δ,g

ε ∈ H1
0(Ω)

and we show that by Poincaré’s inequality∥∥∥S δ,g
ε

∥∥∥
H1

0 (Ω ≤
C(Ω)
δh
‖S 0‖H1

0 (Ω) +
2
δ

∥∥∥∥~V∥∥∥∥
∞

√
meas(Ω) = rδ,

that is
ψ(H1

0(Ω)) ⊂ BH1
0 (Ω)(0, rδ).

Then, we show that ψ is sequentially weakly continuous in B, what implies, according
to Schauder, that ψ admits a fixed point. As a consequence, the problem

(
Pδε

)
has one

solution. Next, let us have a look for δ → 0+. We show, by taking the test function

v =
∫ S δ

ε−S 0

0
du

λε(u/h+E)+δ in the formulation
(
Pδε

)
, that∥∥∥S δ

ε

∥∥∥
H1

0 (Ω) ≤ 2‖S 0‖H1
0 (Ω) + ‖~V‖∞

√
meas(Ω).

That is, the sequence (S δ
ε)δ>0 is bounded in H1

0(Ω) and, up to a subsequence, we obtain the
necessary convergences for the passage to the limit when δ aims towards 0 in

(
Pδε

)
. Thus, a

solution of (Pε) exists. We have then the following proposition.

Proposition 1. Let S 0 ∈ H1
0(Ω), N > 0 and h = T/N. Then, there exists a sequence (S i

ε)1≤i≤N

such that, for all 1 ≤ i ≤ N and for all v ∈ H1
0(Ω),∫

Ω

S i
ε − S i−1

ε

h
v dx +

∫
Ω

λε
(S i

ε − S i−1
ε

h
+ E

)[
∇S i

ε + ~V(x, S i
ε)
]
· ∇v dx = 0. (2)

Moreover,
S i
ε − S i−1

ε

h
+ E ≥ 0 a.e. in Ω, where S 0

ε = S 0. (3)
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Note that the inequality (3) is obvious by taking v =

(
S i
ε−S i−1

ε

h + E
)−

. Moreover, we also
assert the uniqueness of the solution, in every iteration:

Proposition 2. The solution given by the Proposition 1 is unique in every iteration.

Proof. It is enough to show this property of uniqueness for the first iteration. For it, we put

wε =
S 1
ε − S 0

h
+ E and Aε(r) =

∫ r

0
λε(u) du, r ≥ 0.

Then, for all v ∈ H1
0(Ω), we have, according to (2), that

0 =

∫
Ω

(wε − E)v dx +

∫
Ω

{
h∇Aε(wε) + λε(wε)

[
∇(S 0 − hE) + ~V(x, h(wε − E) + S 0)

]}
· ∇v dx.

We consider possibly two solutions S 1
ε and Ŝ 1

ε in the statement of the problem, and wε
and ŵε, the associated expressions. It thus occurs that

0 =

∫
Ω

(wε − ŵε)v dx + h
∫

Ω

∇
[
Aε(wε) − Aε(ŵε)

]
· ∇v dx

+

∫
Ω

(
λε(wε) − λε(ŵε)

)
∇(S 0 − hE) · ∇v dx

+

∫
Ω

(
λε(wε) − λε(ŵε)

) ~V (x, h(wε − E) + S 0) · ∇v dx

+

∫
Ω

λε(ŵε)
[
~V (x, h(wε − E) + S 0) − ~V

(
x, h(ŵε − E) + S 0

)]
· ∇v dx.

By taking v = pη
(
Aε(wε) − Aε(ŵε)

)
with

pη(r) = 1]η,+∞[(r) + ln
er
η

1[ ηe ,η](r), η > 0,

and noticing that the functions A−1
ε and λε ◦ A−1

ε , defined on R+, are Hölder-continuous of
order 1

2 , we obtain that∣∣∣∣∣∫
Ω

(wε − ŵε)pη
(
Aε(wε) − Aε(ŵε)

)
dx

∣∣∣∣∣ ≤ 3C1

4h

∫
Ω∩{

η
e≤Aε(wε)−Aε(ŵε)≤η}

|∇(S 0 − hE)|2 dx

+
3
4

(C1‖~V‖2∞
h

+ C2

) ∫
Ω∩{

η
e≤Aε(wε)−Aε(ŵε)≤η}

dx.

By the Lebesgue dominated convergence, we obtain finally, when η→ 0+, that∫
Ω

(wε − ŵε)+ dx = 0,

that is, wε = ŵε and thus S 1
ε = Ŝ 1

ε a.e. in Ω. �

To take into account the constraints (1), one needs to know about ε going to 0+, because
λε < H . That is the object of the following section.
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§3. The discrete differential inclusion

Proposition 3. For S 0 ∈ H1
0(Ω), N > 0 and h = T/N, there exists a sequence (S i)1≤i≤N ⊂

H1
0(Ω) and there exists a sequence (λi)i, with λi ∈ H

(
S i−S i−1

h + E
)
, such that, for all 1 ≤ i ≤ N

and for all v ∈ H1
0(Ω),∫

Ω

S i − S i−1

h
v dx +

∫
Ω

λi
[
∇S i + ~V(x, S i)

]
· ∇v dx = 0,

S i − S i−1

h
+ E ≥ 0 a.e. in Ω.

Proof. Taking the test function v =
∫ S i

ε−S i−1
ε

h

0
du

λε(u+E)+η , with η > 0, in the formulation (Pε), one
gets that

‖S i
ε‖H1

0 (Ω) ≤ 2‖S i−1
ε ‖H1

0 (Ω) + ‖~V‖∞
√

meas(Ω).

And, by usual arguments (the Marcus and Mizel’s lemma, the Lebesgue dominated conver-
gence and the Green’s formula), we obtain∥∥∥∥S i

ε − S i−1
ε

h

∥∥∥∥2

L2(Ω)
+

1
h

∥∥∥S i
ε

∥∥∥2
H1

0 (Ω) −
1
h

∥∥∥S i−1
ε

∥∥∥2
H1

0 (Ω) +
1
h

∥∥∥S i
ε − S i−1

ε

∥∥∥2
H1

0 (Ω) ≤ C1 + C2 ‖S i
ε‖

2
H1

0 (Ω).

By addition, it follows

n∑
i=1

h
∥∥∥∥S i

ε − S i−1
ε

h

∥∥∥∥2

L2(Ω)
+ ‖S n

ε‖
2
H1

0 (Ω) +

n∑
i=1

h ‖S i
ε − S i−1

ε ‖
2
H1

0 (Ω)

≤ ‖S 0‖
2
H1

0 (Ω) + C1T + C2

n∑
i=1

h ‖S i
ε‖

2
H1

0 (Ω).

So, thanks to Gronwall’s lemma, one has

‖S i
ε‖

2
H1

0 (Ω) ≤
(
2T (C1 + 2C2‖~V‖2∞meas(Ω)) + ‖S 0‖2H1

0 (Ω)

)
exp(1 + 8TC2).

Therefore, by compactness, when ε→ 0+, (up to a subsequence)

S i
ε − S i−1

ε

h
+ E →

S i − S i−1

h
+ E a.e. in Ω,

λε

(S i
ε − S i−1

ε

h
+ E

)
⇀∗ λi weakly* in L∞(Ω).

Set

Ai =

{
x ∈ Ω

∣∣∣∣∣ (S i
ε − S i−1

ε

h
+ E

)
(x)→

(S i − S i−1

h
+ E

)
(x) > 0

}
.

Then λε
(

S i
ε−S i−1

ε

h + E
)
→ 1 in Ai when ε → 0+, and λi = 1 in Ai. Thus, λi ∈ H

(
S i−S i−1

h + E
)
,

and one concludes. �
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§4. The continuous formulation (h → 0+)

Usually, one takes the function defined on [0,T ] by

S̃ h(t) =

N∑
i=1

[
S i − S i−1

h
(
t − (i − 1)h

)
+ S i−1

]
1](i−1)h,ih](t), S̃ h(0) = S 0.

Then, the previous discretization is equivalent to the approximating equation∫
Q

∂S̃ h

∂t
v dx dt +

∫
Q
λh

[
∇S̃ h + ~V(x, S̃ h)

]
· ∇v dx dt = o(h),

where λh =
∑N

i=1 λ
i1](i−1)h,ih] ∈ H

(
∂S̃ h

∂t + E
)
, v ∈ L2(0,T ; H1

0(Ω)).

Here there is an open problem, that is that we cannot pass to the limit into the term λh∇S̃ h

when h→ 0+, because there is a double weak convergence conjecture.

§5. The 1-D case

In the 1-D case, it is proved in [5] that {λh} is bounded in L∞(Q) ∩ B̄V(Q). That implies that
λh converges a.e. in Q [3], and then, thanks to Lebesgue’s Theorem, the problem of passing
to the limit is resolved. It leads to an original Bernoulli problem [2].

5.1. The sedimentation phenomena in marine transport
5.1.1. An hyperbolic behaviour

If

a
∂2S

∂t2 + 2b
∂2S
∂t∂x

+ c
∂2S

∂x2 + d
∂S
∂t

+ e
∂S
∂x

= g, (t, x) ∈ ]0,T [ ×Ω,

then, this equation is said degenerate hyperbolic if b2 − ac ≥ 0. Here, we have actually

b2 − ac =
1
4

(
λ
′

(
∂S
∂t

(t, x))
[∂S
∂x

(t, x) + V(x, S (t, x))
])2

≥ 0.

5.1.2. The sedimentation in marine transport

Let us consider V = 0 for S ≥ 0, E = 0, so therefore ∂S
∂t ≥ 0 a.e. in Q.

Proposition 4. Any solution S of the problem (P) is such that

(i) λ( ∂S
∂t )∇S + = 0 a.e. in Q,

(ii) for all t ≥ 0, S +(t, ·) = S +
0 a.e. in Ω;

and, as a consequence (hyperbolic behavior),

(iii) for all t ≥ 0, S (t, ·) = S 0 a.e. in {x ∈ Ω | S 0(x) ≥ 0}, and for all t ≥ 0, S (t, ·) ≥ S 0 a.e.
in {x ∈ Ω | S 0(x) ≤ 0}.
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5.1.3. Dead-zones and isolation effect

Let us consider V = 0 for S ≥ 0, E = 0.
Corollary 5. Assume that there exists a compact set K and an open set ω such that

K ⊂ ω ⊂ Ω and ω \ K ⊂ {S 0 ≥ 0}.

Then, for any t ≥ 0, S (t, ·) = S 0 a.e. in ω.

Proof. Consider v in H1
0(ω) such that 1K ≤ v ≤ 1 (lemma of Urysohn), one gets

∫
K
∂S
∂t dx ≤ 0.

Therefore, ∂S
∂t = 0 a.e. in Ω. �

5.2. Traveling waves with mobile obstacle (finite speed)
Following [1, 4], we are looking for solutions of the form

S (t, x) = h(ξ), λ(x, t) = λ(ξ)

where ξ = x + µt, µ > 0, x ∈ ]0, L[ , L > 0, t ∈ ]0,T [ , T > 0, and Q = ]0,T [ × ]0, L[,
subjected to a mobile obstacle of the form

E(t, x) = E∗1Q∩{0≤x+µt≤ξ0}(t, x) + E∗∗1Q∩{ξ0<x+µt≤ξ1}(t, x),

with E∗∗ > E∗ > 0 and 0 < ξ0 < ξ1.
Then, supposing V = V(S ), the free boundary problem

Search (S , λ), with λ ∈ H(
∂S
∂t

+ E) such that

∂S
∂t
−
∂

∂x

[
λ

(
∂S
∂x

+ V(S )
)]

= 0 in Q,

S (0, ·) = S 0 in ]0, L[ ,

may be rewritten by the non-ordinary differential system
Search ξ 7→ h(ξ) and ξ 7→ λ(ξ) such that
µh′(ξ) −

{
λ(ξ)

[
h′(ξ) + V(h(ξ))

]}′
= 0, ξ > 0, h(0) = S 0(0),

0 ≤ λ(ξ) ≤ 1, µh′(ξ) + E(ξ) ≥ 0, (1 − λ(ξ))(µh′(ξ) + E(ξ) = 0.

Then, we deduce that

∃C0 ∈ R | ∀ξ > 0, µh(ξ) − λ(ξ)
[
h
′

(ξ) + V(h(ξ))
]

= C0.

• First phase: Inactive constraint in Q0 = Q ∩ {0 ≤ x + µt ≤ ξ0}.
We assume that

V(S ) = aS , a ∈ R, |a| < µ, λ(ξ) = 1, µh′(ξ) + E∗ ≥ 0,

and we obtain explicitly

h(ξ) = S 0(0) +
E∗

µ(µ − a)
e−(µ−a)ξ0

[
1 − e(µ−a)ξ

]
, λ(ξ) = 1,

µh′(ξ) + E∗ > 0 for ξ ∈ [0, ξ0[, µh′(ξ0) + E∗ = 0.
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• The second phase: Activation of the constraint

µh′(ξ) + E∗∗ = 0, 0 ≤ λ(ξ) ≤ 1 if ξ ∈ [ξ0, ξ1],

and we obtain after calculations the explicit formulae

h(ξ) = −
E∗∗

µ
(ξ − ξ0) + S 0(0) −

E∗

µ(µ − a)

[
1 − e−(µ−a)ξ0

]
,

λ(ξ) =
−E∗∗(ξ − ξ0) − E∗

µ
+ ah(ξ0)

− aE∗∗
µ

(ξ − ξ0) + ah(ξ0) − E∗∗
µ

,

for ξ ∈ [ξ0, ξ1].

§6. Conclusion and open problems

The model states a mathematical description for the coupling of a diffusion- transport phe-
nomenon and the weather limited erosion through a dynamic-slope approach. The emergence
of hyperbolic zones and free boundaries leads to an original conservation law whose study
remains still open, in particular the way to formulate the well-posedness of the problem in an
appropriate framework.
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ANALYTICAL AND NUMERICAL METHODS
IN STRATIGRAPHY

Amar Mokrani, Abdelaziz Taakili and Guy Vallet
Abstract. In this paper, we are interested in a mathematical problem arising from the
modelling of maximal erosion rates in geological stratigraphy. The problem is nonlin-
ear with a diffusion coefficient that is a nonlinear function of u and ∂tu. Moreover, the
problem degenerates in order to take implicitly into account a constraint on ∂tu. Our aim
in this paper is to present a survey of the results exposed in the oral communication and
written in the PhD theses [11] and [13].

Keywords: Stratigraphy, discontinuous Galerkin method, constraint, pseudoparabolic.
AMS classification: 35K70, 65N30, 65N12..

§1. Introduction and mathematical model

This work deals with the study of a mathematical model arising from the modelling of geolog-
ical basin formation. It takes into account sedimentation, transport and accumulation, erosion
phenomena, and others. The original mathematical aspect of this model is the imposition of
a constraint on the time-derivative of the unknown u.

Let us consider a sedimentary basin and denote by Ω its basis. It is assumed to be a fixed
bounded domain of RN (N = 1, 2) with a Lipschitz boundary Γ. As usual, for any positive T ,
we set Q = ]0,T [ × Ω. In the model, u, the sediments thickness, naturally satisfies the mass
balance equation

∂tu + div(~q) = f in Q, (1)

where f denotes a source term (modelling, for example, of suspension matter in the sea that
sediments in the domain). According to Darcy-Barenblatt’s law (see [8] for example), the
flux ~q is given by the relation

~q = −λK(u)∇(u + τ∂tu), (2)

where λ is a parameter to be defined later and τ is a positive time-scaled parameter.
In a sedimentary basin formation process, sediments must first be produced in situ by

weathering effects prior to be transported by surfacing erosion. Thus, a constraint on a max-
imum erosion rate −∂tu ≤ E in Q has to be introduced (see [9]), where E is non-negative. It
takes into account the composition, the structure and the age of the sediments. In their paper,
the authors consider a flux limiter λ, 0 ≤ λ ≤ 1 that satisfies

∂tu + E ≥ 0, (1 − λ)(∂tu + E) = 0, a.e in Q. (3)

Following [2], one remarks that, as soon as f + E ≥ 0, for all u ∈ L2(0,T ; H1
0(Ω)) with

∂tu ∈ L2(0,T ; H1
0(Ω)), (1)–(3) is equivalent to the following formulation:

∂tu − div[λK(u)∇(u + τ∂tu)] = f in Q, λ ∈ H(∂tu + E) ∩ L∞(Q). (4)
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Here homogeneous Dirichlet boundary conditions on u and ∂tu are considered, u(0, .) = u0 ∈

H1
0(Ω), E ∈ L∞(0,T ; H1(Ω)), f ∈ L∞(0,T ; L2(Ω)) and H denotes the maximal monotone

graph of the Heaviside function.
Indeed, if f + E ≥ 0 is assumed, using the admissible test function (∂tu + E)− (where

x− = −min(0, x) for x ∈ R) in (4), we get that ∂tu + E ≥ 0 a.e in Q since λ1{∂tu+E<0} = 0
a.e., and therefore (3) and λ ∈ H(∂tu + E) are equivalent assertions. Moreover, using that
∂tu + E ≥ 0, one has that

λ∇(u + τ∂tu) = λ∇[u − τE + τ(∂tu + E)] = λ∇(u − τE) + τ∇(∂tu + E).

Thus, the problem (4) is equivalent to the following one:

∂tu − div
{
λK(u)

[
∇u − τ∇E

]}
− τ div

{
K(u)

[
∇∂tu + ∇E

]}
= f , λ ∈ H(∂tu + E) ∩ L∞(Q). (5)

Results of existence and uniqueness of a solution to such a problem is still an open ques-
tion. Thus, a modified model where H is replaced by a continuous function a, for example
the Yosida approximation of H, will be proposed. Such a problem has been analysed by S.
N. Antontsev et al. [2] with K ≡ 1, f ≡ 0 and a constant E. Then, a result of existence
and uniqueness of a solution is given in [11, 3] with a null source term and a time depen-
dant function E. While a result of existence of a solution and a numerical scheme based on
the discontinuous Galerkin methods (DgFem) are considered in [13, 4] with a source term, a
space-time function E and K = 1.

Note that the above remark concerning the equivalence between (4) and (5) doesn’t hold
anymore if one replace λ by a(∂tu+E) i.e. equivalence between (6) and (8). The two problems
have not got the same nature. Indeed, thanks to the localisation methods proposed in the book
of S.N. Antontsev et al. [1], it has been proved in [11], that under some hypothesis on a, any
weak solution u to the 1-D problem:

∂tu − ∂x

{
K(u)a(t, ∂tu)

[
∂xu + τ∂xtu

]}
= f in Q = ]0,T [ ×Ω with Ω = ]0, 1[ , (6)

with the boundary and initial conditions:

∂tu|t=0 = 0, u(0, x) = u0(x), x ∈ Ω, where u0(x) = 0, x ∈
]
0, ρ0

[
, 0 < ρ0 < 1, (7)

there exist a positive δ > 0 and ρ(t) ∈ (0, ρ0), such that, if f (t, x) = 0 in ]0, δ[ ×
]
0, ρ0

[
, then u

satisfies the finite speed of propagation property: u(t, x) = 0 in x ∈
]
0, ρ(t)

[
, 0 ≤ t ≤ δ.

But this locally hyperbolic behaviour is unknown concerning the pseudo-parabolic prob-
lem:

∂tu − div
{
a(∂tu + E) K(u)

[
∇u − τ∇E

]}
− τ div

{
K(u)

[
∇∂tu + ∇E

]}
= f in Q. (8)

On the one hand, both (6) and (8) are approximations of the same problem when a con-
verges toward the graph of Heaviside. On the other hand, they reveal distinct natures.

From now on, one would consider the pseudo-parabolic problem (8) with an initial height
given by: u(0, ·) = u0 in Ω, where u0 ∈ H1

0(Ω), and homogeneous Dirichlet condition for u
and ∂tu.
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Contrarily to the perturbation (6), the main interest of (8) is that it will be possible to use
the theorems of N.G. Meyers and J. Nečas, in order to obtain a more regular solution

(
i.e

u ∈ W1,∞(
0,T ; W1,p

0 (Ω)
)
, with p > 2 as soon as u0 ∈ W1,p

0
)

and thus a uniqueness result.
Let us set the assumptions made on the data and the definition of a solution

(H) :


τ > 0; E ∈ L∞(0,T ; H1(Ω)), E ≥ 0; f ∈ L∞(0,T ; L2(Ω)), f + E ≥ 0 in Q;

a ∈ C0,θ(R), with θ ≥ 1/2, 0 ≤ a ≤ 1, ∀x ∈ ]−∞, 0] , a(x) = 0;
K : R→ R is a Lipschitz function, with 0 < Kmin ≤ K ≤ Kmax.

Definition 1. Under assumption (H), a solution to problem (8) is any u in W1,2(0,T ; H1
0(Ω)

)
such that for any v in H1

0(Ω) and for a.e. t in ]0,T [,∫
Ω

∂tuv dx +

∫
Ω

K(u)a(∂tu + E)
(
∇u−τ∇E

)
·∇v dx +τ

∫
Ω

K(u)
(
∇∂tu +∇E

)
·∇v dx =

∫
Ω

f v dx

with the initial condition u(t = 0) = u0 a.e. in Ω.
Since a vanishes on R−, as previously shown with λ, the constraint ∂tu + E ≥ 0 in Q is

implicitly satisfied.
The sequel of this paper is organised as follows: in Section 2, we present the result of

existence and uniqueness of the solution to the problem (8). Then, in Section 3, the DgFem
for the model is introduced. It is construct in order to satisfy implicitly the constraint (3) in
the lowest-order case. A last section is concerned by numerical results.

§2. Existence and uniqueness result

In this section, we present the result of existence and uniqueness of a solution to problem (8).
Theorem 1. Assume (H). For any u0 ∈ H1

0(Ω), a solution u to the problem (8) exists in the
sense of the definition 1 and is given in the space W1,∞(

0,T ; H1
0(Ω)

)
. Moreover, the constraint

∂tu + E ≥ 0 a.e. in Q is implicitly satisfied.

Following [4, 11, 13], the result is based on the implicit time discretization:∫
Ω

uk − uk−1

h
v + K(uk)

[
a
(uk − uk−1

h
+ Ek

)(
∇uk − τ∇Ek) + τ

(
∇

uk − uk−1

h
+ ∇Ek

)]
· ∇v dx

=

∫
Ω

f kv dx.

The existence of uk comes from Schauder’s fixed point theorem. Then, one notes that it is the
unique solution in H1

0(Ω) to the elliptic problem: − div[α∇uk] = f0 − div ~f , with non constant
and symmetrical coefficients α and suitable f0 and ~f

(
see [3] for more details

)
.

By applying the theorem of Meyers [12], we get, following [11], that
Lemma 2. Assuming that uk−1 ∈ W1,p0

0 (Ω) and that f k ∈ Lp0 (Ω) with p0 > 2, there exists a
real p(p0) > 2, depending on p0 and Kmax(amax+τ/h)

(τ/h)K0
, and a positive constant C

(
p(p0)

)
such that

uk ∈ W1,p(p0)
0 (Ω) and ‖∇uk‖Lp(p0)(Ω)N ≤ C(p(p0))

(
‖u0‖W1,p0

0 (Ω), ‖ f ‖Lp0 (Ω)

)
.
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Indeed, K0τ ≤ α ≤ Kmax[amaxh + τ] with h << 1. Since the dimension N is 1 or 2,
estimation

‖∇
uk − uk−1

h
‖L2(Ω)N ≤ C

(
K0,Kmax, amax, τ,T, ‖∇u0‖L2(Ω)N , ‖ f ‖L2(Ω)

)
yields that f0 ∈ Lp0 (Ω). Moreover, ~f1 ∈ Lp0 (Ω)N , and Meyers’ theorem [5] leads to the
assertion.

Still following [11], by using the theorem of Nečas, the regularity W1,p0
0 (Ω) can be ob-

tained.

Lemma 3. If u0 ∈ W1,p0
0 (Ω) with p0 > 2, then, uk ∈ W1,p0

0 (Ω), for any k = 1, . . . ,N, and there
exists a positive constant C(p0) such that

‖∇uk‖Lp0 (Ω)N ≤ C(p0)
(
‖u0‖W1,p0

0 (Ω), ‖ f ‖Lp0 (Ω)

)
.

Indeed, since N ≤ 2, the Sobolev embedding ensures that α is a continuous function on
Ω and the expected regularity comes from Nečas theorem [7, 12]. Thus, the assertion yields
by using the discrete Gronwall’s lemma.

Thanks to those lemmata, following [13, 11], suitable a priori estimates hold to get that

Theorem 4. If u0 ∈ W1,p0
0 (Ω) and f ∈ L2(0,T ; Lp0 (Ω)

)
, for a given p0 > 2, then, any limit

point u in W1,∞(
0,T ; H1

0(Ω)
)

of the implicit time discretized scheme satisfies moreover that
u ∈ W1,∞(

0,T ; W1,p0
0 (Ω)

)
.

Then, one is able to adapt the demonstrations involving tri-linear terms and based on
Hölder type inequalities to prove that

Theorem 5. There exists a real τ∗ ≥ 0, such that for any τ > τ∗, the problem (8) has a unique
solution in the space W1,∞(

0,T ; W1,p0
0 (Ω)

)
with p0 > 2. Moreover, the application: u0 7→ ∂tu

is a locally Lipschitz continuous function in the space H1
0(Ω) to the space L∞

(
0,T ; H1

0(Ω)
)
.

§3. Space DgFem discretization

In this section, we consider a numerical scheme for the computation of the semi-discretized
problem. Our approach is based on the discontinuous Galerkin finite element method
(DgFem). For convenience, we assume in the sequel that E is a non-negative constant, and
that the function a is Lipschitz-continuous. Before discretizing the problem, some notations
are collected.

We suppose that Ω ⊂ R2 is a bounded polygonal domain and that h is a regular triangular
mesh in a family of shape-uniform meshes [6].

We denote by Kh the set of triangles and by Sh the set of edges, divided into interior
edges Sint

h and boundary edges S∂h. An interiori edge S ∈ Sint
h is shared by two triangles, we

arbitrarily chose a normal nS pointing from K+ to K−. For p ∈ N, we define the discontinuous
finite element space:

V p
h =

{
vh ∈ L2(Ω) : vh|K ∈ Pp for all K ∈ Kh

}
,
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where Pp denotes the space of polynomials functions of maximal degree p. Due to the dis-
continuity of the approximation space, the weak formulation reveals terms of jumps through
the cell interfaces. We make use of the standard notations concerning the jumps and averages
for vh ∈ V p

h , S ∈ Sint
h , and x ∈ S :

v±h (x) = lim
ε→0+

vh(x ± εnS ) and [vh]S = v+h − v
−
h .

For a boundary edge we set [vh]S B v−h .
In addition, for any bounded positive piece-wise continuous function κ with respect to h,

we define the weighted average of vh ∈ Vh on an interior edge S as{
∂vh

∂n

}
S ,κ

=
κ−κ+

κ+ + κ−

( ∂v+h
∂nS

∣∣∣∣∣
S

+
∂v−h
∂nS

∣∣∣∣∣
S

)
.

Let us now consider the following time semi-discrete problem which reads: Find uk+1 ∈

H1
0(Ω) such that for all v in H1

0(Ω)

1
∆t

∫
Ω

uk+1v dx +

∫
Ω

D(uk+1)∇uk+1 · ∇v dx +
τ

∆t

∫
Ω

K(uk+1)∇uk+1 · ∇v dx

=

∫
Ω

f k+1v dx +
1
∆t

∫
Ω

ukv dx +
τ

∆t

∫
Ω

K(uk+1)∇uk · ∇v dx,

u0 = u0 in Ω,

(9)

where D(w) B a(w−uk

∆t + E)K(w).
The discrete DgFem formulation of problem (9) reads: Find uk+1

h ∈ V p
h such that for all

vh ∈ V p
h

A(uk+1
h )(uk+1

h , vh) = Lk(uk+1
h )(vh), (10)

where the bilinear form A and the linear form L are given for ρh ∈ V p
h by

A(ρh)(uh, vh) =
1
∆t

∫
Ω

uhvh dx +
∑

K∈Kh

∫
K

(
D(ρh) +

τ

∆t
K(ρh)

)
∇uh · ∇vh dx

+
∑
S∈Sh

∫
S

(
γ

hS
γS [uh][vh] −

{
∂uh

∂nS

}
S ,D

[vh]S − [uh]S

{
∂vh

∂nS

}
S ,D

)
ds,

−
τ

∆t

∑
S∈Sh

∫
S

({
∂uh

∂nS

}
S ,K

[vh]S + [uh]S

{
∂vh

∂nS

}
S ,K

)
ds,

and

Lk(ρh)(vh) =

∫
Ω

f k+1vh dx +
1
∆t

∫
Ω

uk
hvh dx +

τ

∆t

∑
K∈Kh

∫
K

K(ρh)∇uk
h · ∇vh dx

+
∑
S∈Sh

∫
S

(
γ

hS
βS [uk

h][vh] −
τ

∆t

{ ∂uk
h

∂nS

}
S ,K

[vh]S −
τ

∆t
[uk

h]S

{
∂vh

∂nS

}
S ,K

)
ds,

where βS = 2K+K−
K−+K+ , γS = βS + 2D+D−

D++D− and γ > 0 has to be chosen large enough.
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In the lowest-order case (p = 0), we assume that the triangulation h satisfies the classical
angle condition given in [10]. In this case, the bilinear form A reduces to

A(ρh)(uh, vh) =
1
∆t

∫
Ω

uhvh dx +
∑
S∈Sh

1
hS

∫
S
γS [uh][vh] ds.

As well as for the continuous formulation, we are able to say

Proposition 6. Assume (H), the problem (10) has at least one solution. In addition, if τ
sufficiently large, the solution is unique and if p = 0, then, we have for k = 0, . . . ,N − 1,

uk+1
h − uk

h

∆t
+ Ek+1 ≥ 0 a.e in Ω.

Proof. The proof of this result is given with more detail in [4] in the case K ≡ 1, using
hypothesis on K this result can be generalised to the case K B K(u). �

§4. Numerical results

In the numerical example, we consider Problem (8) in the domain Ω = ]−1, 1[2, for 0 ≤ t ≤ T ,
with homogenous Dirichlet condition, a null source term and we consider the initial height
u0(x, y) = − sin(πx) sin(πy) and a(z) = aε(z) = inf

(
1, [ 3z2

ε2 (1 − 2z
3ε )]+

)
, ε > 0.

Assume that K ≡ 1, the meshes are obtained by uniform refined from a coarse mesh h0,
verifying the angle condition required for p = 0. In the practice, we use the algorithm of
Newton with line search to solve the nonlinear system of equations. Numerical experiments
show that, the convergence of Newton algorithm is very slow if the parameter τ is very small.

4.1. Mesh stability study
In this section, we study the stability behaviour of the mesh in the L2 norm. Since there is
no exact known solution for this problem, nor benchmark, the "error" would be understood
by the L2-difference between a calculate solution uh and a reference solution, denote by u∗h,
obtained by solving the problem (8) using quadratic DgFem scheme in a fine mesh with
57344 elements.

For numerical runs, we choose T = 1, ε = 10−1, ∆t = 10−1 and τ = 10−1. We represent
in Table 1 the L2-norm of this so called error as a function of h, at time t = T . This table
confirms the p + 1-order behaviour of the scheme, excepted when p = 2 which may depends
of the regularity of the solution.

4.2. Numerical simulations
In this section, we present the numerical solution obtained by using DgFem(0) scheme. Our
attention is to test numerically the discrete version of the constraint. For numerical runs, we
choose ε = E = 10−1, ∆t = τ = 10−1. Figure 1 represents the numerical solution at different
time t and the corresponding discrete constraint

This numerical simulations show that, the constraint is satisfied in all the domain, which
confirms our theoretical result.
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Ne
‖u∗h − uh‖L2(Ω) convergence rate

p = 0 p = 1 p = 2 p = 0 p = 1 p = 2
896 1.51e − 1 3.57e − 2 1.48e − 2 – – –
3584 6.95e − 2 9.47e − 3 1.48e − 3 1.11 1.91 2.90

14336 3.32e − 2 2.42e − 3 2.25e − 4 1.06 1.96 2.70

Table 1: L2 norm of the “error” with respect to h and p.

Figure 1: Vertical 1D cut at y = 0.5 of the numerical solution (left) and the constraint (right)
with τ = 0.1 and p = 0.

§5. Conclusion

In this survey, we have presented a result of existence and uniqueness of the solution to a
realistic problem where the diffusion coefficient depends of the unknown u. However, many
open questions still have to be treated, as to deal with the physics boundary conditions, i.e.
nonhomogenuous Neumann boundary conditions on the inward part and unilateral boundary
conditions on the outward one. Concerning the numerical aspect, we have presented a nu-
merical scheme that implicitly takes into account the constraint on the time-derivative of the
unknown. It’s well known that a higher order scheme doesn’t keep this important property,
an adaptive algorithm that combines h-refinement with p = 0 and p-refinement has to be
proposed in order to get a more accuracy, while still verifying the the monotonocity.
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A FRACTAL PROCEDURE FOR THE
COMPUTATION OF MIXED INTERPOLANTS

María Antonia Navascués and María Victoria Sebastián

Abstract. We develop a procedure from the fractal methodology for the computation of
an interpolant born from the cooperation of two functions of different nature. In particular,
we define an Iterated Function System whose attractor is a fractal interpolant to a set of
data with mixing properties. If the maps of the System are chosen in a suitable way, the
approximant constructed is differentiable.
Since the degree of smoothness can be a priori fixed, the methodology described may be
used in order to reduce the regularity of the classical interpolants as polynomial, splines,
etc.

Keywords: Fractal interpolation functions, iterated function systems.
AMS classification: 28A80, 58C05, 65D05.

§1. Introduction

In this paper we propose a procedure for the definition of smooth fractal functions of inter-
polation, whose degree of regularity can be fixed a priori. The function is defined as the
perturbation of a classical mapping with a criterion of proximity to another. In this way,
the approximant constructed comes from the cooperation of two classical elements and the
methodology of iterated funtion systems. After the construction, we give an upper bound of
the uniform error committed on a compact interval.

In a second part we present an application of the procedure to the field of the numerical
integration. In particular we propose a correction to the polynomial quadrature formulae for
partitions with small number of points.

§2. Fractal Functions

In former papers ([4], [5]), we have studied an Iterated Function System {wn(t, x)}Nn=1 defined
on the set C = I × R, where I is a compact interval, I = [a, b] ⊂ R. The maps wn(t, x) are
defined by

wn(t, x) = (Ln(t), Fn(t, x)) ∀ n = 1, 2, ...,N,

where  Ln(t) = ant + bn,

Fn(t, x) = αnx + qn(t).
(1)

The system is associated with a partition of the interval I

∆ : a = t0 < t1 < · · · < tN = b.
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The coefficients an and bn are defined in terms of the nodes of the partition as

an =
tn − tn−1

tN − t0
, bn =

tN tn−1 − t0tn
tN − t0

, (2)

and Fn(t, x) satisfies some Lipschitz conditions ([1]). The multiplier αn is a vertical scale
factor of the transformation, such that −1 < αn < 1. α = (α1, α2, . . . , αN) is the scale vector.

Theorem 1. [1, 2]: The iterated function system (IFS) defined above admits a unique attrac-
tor G. G is the graph of a continuous function h : I → R interpolating the data (h(tn) = xn,
for all n = 0, 1, . . . ,N).

The previous function is called a fractal interpolation function (FIF) corresponding to
{(Ln(t), Fn(t, x))}Nn=1. It satisfies the functional equation:

h(t) = Fn(L−1
n (t), h ◦ L−1

n (t)). (3)

In this paper we study a particular case of a Fractal Interpolation Function (FIF). The
maps qn are defined as

qn(t) = g ◦ Ln(t) − αnb(t), (4)

where g and b are continuous functions, g, b : I → R, such that b(t0) = g(t0), b(tN) = g(tN).
The attractor of the system is the graph of a continuous function gα : I → R which

interpolates to g at the nodes of the partition,

gα(tn) = g(tn) ∀ n = 0, 1, . . . ,N. (5)

The mapping gα satisfies the functional equation (3)

gα(t) = g(t) + αn (gα − b) ◦ L−1
n (t) ∀ t ∈ In. (6)

Let G be the set of continuous functions

G = { f ∈ C[a, b] : f (t0) = g(t0), f (tN) = g(tN)}.

G is a complete metric space with respect to the uniform norm. Define a mapping Tα : G → G
by

(Tα f )(t) = Fn(L−1
n (t), f ◦ L−1

n (t)). (7)

for all t ∈ [tn−1, tn], n = 1, 2, . . . ,N.
Tα is a contraction mapping on the metric space (G, ‖ · ‖∞) and possesses a unique fixed

point on G, that is the FIF gα.
The uniform distance between gα and g is bounded in terms of the scale vector ([6]) and

the map b,

‖gα − g‖∞ ≤
|α|∞

1 − |α|∞
‖g − b‖∞ (8)

where ‖ · ‖∞ is the uniform norm defined as

‖ f ‖∞ = max{| f (t)| : t ∈ I} (9)
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and
|α|∞ = max{|αn| : n = 1, 2, ...,N} (10)

is the contractivity factor of the transformation Tα.
Sufficient conditions for the smoothness of order p of gα are (see the reference [7]):

g, b ∈ Cp(I) and

 g(r)(t0) = b(r)(t0),

g(r)(tN) = b(r)(tN),
r = 0, 1, . . . , p, (11)

|α|∞ <
1

N p ,

αn = cte ∀ n = 1, 2, . . . ,N.

In order to satisfy the condition (11), we can choose as b a Hermite polynomial osculating
g at the extremes of the interval I.

§3. Correction of a classical interpolant with fractal methodology

In this section we present an interpolant born from the cooperation of two approximants of
different nature, first developed in previous works [8, 3]. The fractal function is defined first
as perturbation of one classical. The additional condition of proximity to another interpolant
provides a problem of convex optimization whose solution is a fractal element with mixing
properties.
Theorem 2 (Collage Theorem [2]). Let (X, d) be a complete metric space and let T be a
contraction map on X with contractivity factor c ∈ [0, 1). Then, for any f ∈ X

d( f , f̃ ) ≤
1

1 − c
d( f ,T f ),

where f̃ is the fixed point of T .
We consider two classical interpolants (S and P) of a set of data. We construct the fractal

function Pα associated to P, defined in the previous section (g = P). Now we apply the
collage theorem for X = G, f = S , f̃ = Pα and T = Tα.

The distance here is the uniform metric and T = Tα is the contraction (7), so that
‖TαS − S ‖∞ < ε implies ‖S − Pα‖∞ <

ε
1−|α|∞

and Pα will be a fractal interpolant close to S .
We look for a smooth function, for instance Pα ∈ C1(I), and then we may set the problem

of finding α∗ solving the optimization

min
α
‖TαS − S ‖∞ = min

α
c(α)

where |α|∞ ≤ δ < 1/N, according to the condition 2 for the smoothness of Pα. The map b
must have a contact of first order with P at the extremes of the interval.

The classical interpolants S (polynomial, spline) are piecewise smooth and consequently
by the definition of Tα, TαS −S also is. c(α) is non-differentiable in general, but its convexity
can be proved and thus, the problem

(CP)

 min
α

c(α),

|α|∞ ≤ δ < 1/N,
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is a constrained convex optimization problem. The existence of solution is clear if c is a
continuous function as Bδ = {α ∈ RN : |α|∞ ≤ δ < 1/N} is a compact set of RN . In a previous
paper [8] we proved that c is continuous, and (CP) convex, so that (CP) is a problem of
constrained convex optimization with some solution.

If α∗ is the optimum scale (α∗ = αn, ∀n = 1, 2, . . . ,N), the expression c(α∗)/(1 − |α∗|∞)
provides an upper bound of the uniform distance ‖Pα∗ − S ‖∞ according to the Collage Theo-
rem.

Figures 1 and 2 display a polynomial interpolant P and a cubic spline S (respectively) to
the set of data D = {(0, 1), (1/4, 5), (1/2, 2), (3/4, 4), (1, 3)}. Figure 3 shows the corresponding
fractal Pα∗ defined by the method described. The order of regularity is p = 1. The loss of
smoothness can be observed.

The following result provides an upper bound of the uniform error of the fractal inter-
polant Pα∗ with respect to the original function X.

Theorem 3. If X(t) is the original continuous function providing the interpolation data and
α∗ is the optimum scale, the following error estimate is obtained:

‖X − Pα∗‖∞ ≤ EP +
l4

(N − 1)4!24 ‖P
(4)‖∞, (12)

where EP is an upper bound of the interpolation error corresponding to P, l is the length of
the interval I, N + 1 is the number of points of the partition and b (4) is a Hermite polynomial
with a contact of first order with P at the extremes of the interval.

Proof. It is clear that
‖X − Pα∗‖∞ ≤ ‖X − P‖∞ + ‖P − Pα∗‖∞.

In the reference [7] (expression (2.53) for k = 0 and p = 1) it is proved that

‖P − Pα∗‖∞ ≤
|α∗|

1 − |α∗|
l4

4! 24 ‖P
(4)‖∞.

The inequality |α∗| < 1/N provides the bound proposed. �

§4. Fractal quadrature

The procedure described is applied now for the computation of a numerical integration. Let
us denote M0 the integral of the interpolant Pα∗ on the interval I.

M0 can be computed using the fixed point equation (6)

M0 =

∫
I

Pα∗ (t) dt =

N∑
n=1

∫
In

(
αnPα∗ ◦ L−1

n (t) + qn ◦ L−1
n (t)

)
dt,

that is to say

M0 =

 N∑
n=1

αn

∫
In

Pα∗ ◦ L−1
n (t) dt

 + Q0,
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Figure 1: A polynomial interpolant P

 

Figure 2: A cubic spline S

 

Figure 3: Fractal interpolant Pα∗ computed from the maps of Figures 1 and 2
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where
Q0 =

∫
I

Q(t) dt (13)

and
Q(t) = qn ◦ L−1

n (t) if t ∈ In. (14)

With the change L−1
n (t) = t̃, bearing in mind (1),

M0 =

N∑
n=1

αnanM0 + Q0

and
M0 =

Q0

1 −
∑N

n=1 αnan
.

In this case,
qn(t) = P ◦ Ln(t) − αnb(t)

and thus

Q0 =

∫
I

P(t) dt −
N∑

n=1

αn

∫
In

b ◦ L−1
n (t) dt.

With the same change L−1
n (t) = t̃,

Q0 = C0 − B0 (
N∑

n=1

αnan),

where C0 is the polynomial quadrature

C0 =

∫
I

P(t) dt

and
B0 =

∫
I
b(t) dt.

Since an = 1/N and αn = α∗,
Q0 = (C0 − α

∗B0)

and
M0 =

(C0 − α
∗B0)

(1 − α∗)
.

This formula introduces a slight modification to the quadrature C0 corresponding to P.
Example 1. Let us consider the original function X(t) = 1

1+25t2 in the interval [−1, 1] with the
partition ∆ : −1 < −2

3 < −1
3 < 0 < 1

3 <
2
3 < 1. The value obtained for α∗ in the optimization

method described in the previous section is α∗ = 0.04. The polynomial quadrature gives
C0 = 0.77407, with an error of −0.224729. The correction M0 provided by our procedure is
M0 = 0.45459, obtaining an error of 0.0947702, what improves the sought scalar.

Exact Value C0 Error C0 α∗ M0 Error M0

0.54936 0.77409 -0.224729 0.04 0.45459 0.0947702



Fractal mixed interpolants 211

References

[1] Barnsley, M. F. Fractal functions and interpolation. Constr. Approx. 2, 4 (1986), 303–
329.

[2] Barnsley, M. F. Fractals Everywhere. Academic Press, Inc., San Diego, 1988.

[3] La Torre, D., and Rocca, R. Approximating continuous functions by iterated functions
systems and optimization. Int. Math. J. 2, 8 (2002), 801–811.

[4] Navascués, M. A. Fractal polynomial interpolation. Z. Anal. Anwendungen 24, 2 (2005),
401–418.

[5] Navascués, M. A. Fractal trigonometric approximation. Electron. Trans. Numer. Anal. 20
(2005), 64–74.

[6] Navascués, M. A., and Sebastián, M. V. Fitting curves by fractal interpolation: an ap-
plication to the quantification of cognitive brain processes. In: Thinking in Patterns:
Fractals and Related Phenomena in Nature, Novak, M.M.(ed.), World Scientific (2004),
143–154.

[7] Navascués, M. A., and Sebastián, M. V. Smooth fractal interpolation. Journal of Inequal-
ities and Applications 78734 (2006), 1–20.

[8] Navascués, M. A., and Sebastián, M. V. Fractal-classic interpolants. In: Convex and
Fractal Geometry, Banach Center Publications 84 (2009), 173–180.

María Antonia Navascués and María Victoria Sebastián
Departamento de Matemática Aplicada
Universidad de Zaragoza
Campus Río Ebro
50018 Zaragoza, Spain
manavas@unizar.es and msebasti@unizar.es





Monografías Matemáticas García de Galdeano 35, 213–219 (2010)

AXIAL COUETTE FLOW OF SECOND
GRADE FLUID DUE TO A LONGITUDINAL

TIME DEPENDENT SHEAR STRESS
M. Nazar, M. Athar and W. Akhtar

Abstract. The axial flow of a second grade fluid through an infinite straight circular
cylinder is considered. The flow of the fluid is due to the longitudinal shear stress that is
prescribed on the boundary of the cylinder. The velocity field and the resulting shear stress
are determined by means of the finite Hankel and Laplace transforms. The corresponding
solutions for Newtonian fluids, performing the same motion, are obtained as limiting case
from our general solutions. Graphical illustrations are presented for the velocity field and
the shear stress for both the second grade and Newtonian fluids.

Keywords: Second grade fluids, velocity field, longitudinal shear stress.
AMS classification: 53B25, 53C15.

§1. Introduction

In many engineering fields, such as oil exploitation, polymer chemical industry, bio-engi-
neering is necessary to study the non-Newtonian fluid flows. The second grade fluid is the
common viscoelastic fluid in industrial fields, such as polymer solutions. The most exact
solutions in this field correspond to the case when the velocity is given by the boundary. The
first exact solutions for second grade fluids, in which a constant shear stress is given on the
boundary, seem to be those of Bandelli and Rajagopal [2].

The aim of this paper is to study the flow of a second grade fluid in a circular infinite
cylinder due to a longitudinal time dependent shear stress. We establish both the velocity
field and the resulting shear stress corresponding to the motion of the fluid. These solutions
can be easily specialized to give the solutions to the Newtonian fluids performing the same
motion. Finally, for comparison, the profiles of the velocity v(r, t) and the shear stress τ(r, t),
for the Newtonian and second grade fluids are plotted as functions of r for different values of
the time t.

§2. Governing equations

The constitutive equation of the second grade fluids is given by [4, 5, 6, 10]

T = −pI + µA1 + α1A2 + α2A2
1, (1)

where T is the Cauchy stress tensor, p is the pressure, I is the unit tensor, µ is the dynamic
viscosity, α1 and α2 are the normal stress moduli and A1, A2 are the kinematic tensors. A2 is
defined by

A2 = Ȧ1 + A1(grad v) + (grad v)T A1, (2)
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where v is the velocity field, A1 = grad v + (grad v)T and the superscript T denotes the
transpose operator. In cylindrical coordinates (r, θ, z), the velocity of the axial flow is given
by [4]

v = v(r, t) = v(r, t)ez, (3)

where ez is the unit vector in the z-direction. For such flows the constraint of incompressibility
is automatically satisfied. Since the velocity field is independent of θ and z, we also assume
that the extra-stress tensor S is independent of these variables. Furthermore, if the fluid is
assumed to be at rest at the moment t = 0, then

S(r, 0) = 0. (4)

Equalities (1), (2) and (3) lead to the constitutive relationship [2]

τ(r, t) = (µ + α1∂t)
∂v(r, t)
∂r

, (5)

where τ(r, t) = S rz(r, t) is the shear stress which is different of zero.
In the absence of body forces and a pressure gradient in the z−direction, the balance of

the linear momentum leads to the relevant equation

ρ
∂v(r, t)
∂t

=

(
∂

∂r
+

1
r

)
τ(r, t), (6)

where ρ is the constant density of the fluid.
Eliminating τ(r, t) among Eqs. (5) and (6), we attain to the governing equation

∂v(r, t)
∂t

= (ν + α∂t)
(
∂2

∂r2 +
1
r
∂

∂r

)
v(r, t), (7)

where ν = µ/ρ is the kinematic viscosity of the fluid and α = α1/ρ.

§3. Axial flow through an infinite circular cylinder

Let us consider an incompressible second grade fluid at rest in an infinite circular cylinder of
radius R. At time t = 0+, the cylinder is suddenly pulled with a time dependent shear stress.
Due to the shear, the fluid is gradually moved. It’s velocity being of the form (3) and imposed
initial and boundary conditions are

v(r, 0) = 0 ; r ∈ [0,R) , (8)

τ(R, t) = (µ + α1∂t)
∂v(R, t)
∂r

= f t, t > 0. (9)

Applying Laplace transform to Eqs. (7), (9) and using (8), we obtain

qv̄(r, q) = (ν + αq)
(
∂2

∂r2 +
1
r
∂

∂r

)
v̄(r, q), (10)

∂v̄(r, q)
∂r

∣∣∣∣∣
r=R

=
f

q2(µ + α1q)
. (11)
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In order to obtain an analytical solution of the problem (10) and (11), the finite Hankel
transform method is used. We define the Hankel transform of the function v̄(r, q) by [3]

v̄H (rn, q) =

∫ R

0
rv̄(r, q)J0(rrn) dr, (12)

where rn, n = 1, 2, 3, ldots, are the positive roots of the equation

J1(Rr) = 0. (13)

In the above relation, Jν(·) is the Bessel function of the first kind of order ν [7]. Multiply-
ing now both sides of Eq. (10) by rJ0(rrn), integrating then with respect to r from 0 to R and
taking into account the condition (11) and the equality∫ R

0
r
(
∂2

∂r2 +
1
r
∂

∂r

)
v̄(r, q)J0(rrn)dr = −r2

n v̄H (rn, q) + RJ0(Rrn)
∂v̄(R, q)
∂r

,

we find that
v̄H (rn, q) =

R f
ρ

J0(Rrn)
1

q2(q + αr2
nq + νr2

n)
. (14)

We rewrite Eq. (14) as
v̄H (rn, q) = v̄1H (rn, q) + v̄2H (rn, q), (15)

where
v̄1H (rn, q) =

R f J0(Rrn)
r2

n

1
q2(µ + α1q)

(16)

and
v̄2H (rn, q) = −

R f J0(Rrn)
q

1
r2

n(µ + α1q)(q + αr2
nq + νr2

n)
. (17)

The inverse Hankel transform of the function v̄1H (rn, q) and v̄2H (rn, q) are

v̄1(r, q) =
r2 f
2R

1
q2(µ + α1q)

, v̄2(r, q) =
2

R2

∞∑
n=1

J0(rrn)
J2

0(Rrn)
v̄2H (rn, q). (18)

From (15)-(18) we find that the Laplace transform of the velocity v(r, t), has the form

v̄(r, q) =
r2 f
2R

1
q2(µ + α1q)

−
2 f
R

∞∑
n=1

J0(rrn)
r2

n J0(Rrn)
1

q(µ + α1q)(q + αr2
nq + νr2

n)
. (19)

Applying the discrete inverse Laplace transform to Eq. (19), using the expansion

1
q(q + αr2

nq + νr2
n)

=
q−2

(1 + αr2
n) + νr2

nq−1 =

∞∑
k=0

(−νr2
n)k q−k−2

(1 + αr2
n)k+1 , (20)

the convolution theorem and the formulae

L−1
{ 1

qa

}
=

ta−1

Γ(a)
, a > 0, L−1

{ qb

(qa − d)c

}
= Ga,b,c(d, t), Re(ac − b) > 0, (21)



216 M. Nazar, M. Athar and W. Akhtar

where Ga,b,c(d, t) are the generalized G-functions defined as [8]

Ga,b,c(d, t) =

∞∑
j=0

d j Γ(c + j)
Γ(c)Γ( j + 1)

t(c+ j)a−b−1

Γ[(c + j)a − b]
, (22)

we find that

v(r, t) =
f r2

2R

{
α1

µ2

[
exp

(
−
µt
α1

)
− 1

]
+

t
µ

}
−

2 f
α1R

∞∑
n=1

J0(rrn)
r2

n J0(Rrn)

∞∑
k=0

(−νr2
n)k

×

∫ t

0
G1,0,1

(
− µ/α1, s

)
G0,−k−2,k+1(−αr2

n, t − s) ds,

(23)

which can be simplified by using the following relations

G0,−k−2,k+1(−αr2
n, t) =

∞∑
j=0

(−αr2
n) j Γ(k + j + 1)

Γ(k + 1)Γ( j + 1)
tk+1

Γ(k + 2)
=

tk+1

(k + 1)!
1

(1 + αr2
n)k+1 , (24)

∞∑
k=0

(−νr2
n)kG0,−k−2,k+1(−αr2

n, t) =
−1
νr2

n

∞∑
k=0

(
−

νr2
nt

1 + αr2
n

)k+1 1
(k + 1)!

=
1
νr2

n

[
1 − exp

(
−

νr2
nt

1 + αr2
n

)]
,

(25)

and

G1,0,1
(
− µ/α1, t

)
= exp

(
−
µt
α1

)
. (26)

Now the velocity field v(r, t) has form

v(r, t) =
f r2

2µR
(t −

α1

µ
) −

2 f
µνR

∞∑
n=1

[
1 − (1 + αr2

n) exp
(
−

νr2
nt

1 + αr2
n

)] J0(rrn)
r4

n J0(Rrn)
. (27)

§4. Calculation of the shear stress

Applying the Laplace transform to Eq. (5), we find that

τ̄(r, q) = (µ + α1q)
∂v̄(r, t)
∂r

. (28)

Differentiating Eq. (19) with respect to r and using the identity

d
dr

J0(rrn) = −rnJ1(rrn),

we find τ̄(r, q), after using Eq. (28)

τ̄(r, q) =
f r

Rq2 +
2 f
R

∞∑
n=1

J1(rrn)
rnJ0(Rrn)

1
q(q + αr2

nq + νr2
n)
. (29)
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Applying inverse Laplace transform to Eq. (29) by using (21) and (25), we get the shear
stress τ(r, t)

τ(r, t) =
f rt
R

+
2 f
νR

∞∑
n=1

J1(rrn)
r3

n J0(Rrn)

[
1 − exp

(
−

νr2
nt

1 + αr2
n

)]
. (30)

§5. Limiting case α1 → 0

Making α1 → 0 into Eqs. (27) and (30), we obtain the velocity field

v(r, t) =
f r2t
2Rµ

−
2 f

Rνµ

∞∑
n=1

J0(rrn)
r4

n J0(Rrn)

(
1 − e−νr

2
n t
)
, (31)

and the associated shear stress

τ(r, t) =
f rt
R

+
2 f
νR

∞∑
n=1

J1(rrn)
r3

n J0(Rrn)

(
1 − e−νr

2
n t
)
, (32)

corresponding to a Newtonian fluid, performing the same motion.
Eqs. (31) and (32) are identical with those found by W. Akhtar et al. [1].

§6. Conclusions

In this paper, the velocity field and the associated shear stress corresponding to the axial flow
of second grade fluids through a circular cylinder are determined. The motion is due to a
longitudinal shear stress which is prescribed on the boundary of the cylinder. More exactly,
at the moment t = 0+ the cylinder is pulled with a time dependent shear stress along its axis.

The solutions determined by means of the Laplace and finite Hankel transforms satisfy all
imposed initial and boundary conditions. The corresponding solutions for Newtonian fluids,
performing the same motion, are obtained as limiting case from our solutions. Finally, in
Figs. 1 and 2, the profiles of the velocity and shear stress of the second grade fluid ( curves
v(r) and τ(r)) and Newtonian fluid (curves vN(r) and τN(r)) are plotted as function of r for
different values of the time t. From these figures we have that for low values of the time t the
second grade fluid flows slower than the Newtonian fluid and this difference disappear when
the values of the time increase.

In all figures we consider R = 0.1, f = 2, ρ = 1260, µ = 1.48, α = 80. The units of
parameters in Figs. 1 and 2 are from SI units and the roots rn have been approximated with
[9] rn = (4n − 1)π/(4R).
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Figure 1: Velocity profiles v(r) for different values of the time t: v(r)– the second grade fluid,
vN(r)–the Newtonian fluid.

Figure 2: The profiles of the shear stress τ(r) for different values of the time t: τ(r)– the
second grade fluid, τN(r)– the Newtonian fluid.
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TESTING NUMERICAL METHODS FOR
SOLVING INTEGRAL EQUATIONS

Miguel Pasadas and Miguel L. Rodríguez
Abstract. Many modeling problems in physics and in a variety of engineering fields
lead to integral equations. We briefly describe the main classical techniques to obtain
approximated solutions of them: Nyström methods and projection methods. Moreover,
we introduce a new method to approximate the solution of integral equations based in
a variational scheme. We test these techniques with numerical examples and we show
several tables in order to measure the error obtained by the presented methods.

Keywords: Integral equations.
AMS classification: 65R20.

§1. Introduction

Integral equations are equations involving an unknown function which appears under an in-
tegral sign. The theory of integral equations has close contacts with many different areas of
mathematics.

We consider the Fredholm integral equation of the second kind

f (t) = x(t) −
∫ 1

0
k(t, s)x(s) ds, 0 ≤ t ≤ 1. (1)

It is known that the expression (1) in operator form can be written

f = x − K x = (I − K)X.

Such equations occur widely in diverse areas of applied mathematics and physics, such as
potential theory and radiation heat transfer but also some other equations reducible to it,
and, in particular, the Lippman-Schwinger equation in potential scattering. In addition, many
problems in the fields of differential equations can be recast as integral equations.

It is usually to impose to the operator I − K certain assumptions in order to establish the
existence and uniqueness of solution of (1).

§2. Solving Fredholm integral equations of the second kind

The main numerical methods for solve these type of integral equations are Nyström meth-
ods or quadrature methods and the projection methods, based in approximate the numerical
integral.

The projection methods with the collocation and Galerkin methods as special case, are
a general tool that can also solve equations of the first kind. They are known as spectral
methods and pseudospectral methods respectively.
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The collocation method seeks an approximate solution from a finite dimensional space
by requiring that equation (1) to satisfy only at a finite number of points, called collocation
points. In collocation methods one can use e. g. interpolation functions in polynomial or
spline spaces. Because of the better convergence properties of splines, spline collocation is
superior to polynomial collocation.

The Galerkin method and Petrov–Galerkin method, with many variants [3], consists in
finding a best approximation to the exact solution of (1) in a finite dimensional space by the
minimizing of the so called energy functional. One of the advantages of the Petrov-Galerkin
method is that it allows to achieve the same order of convergence as the Galerkin method
with much less computational cost by choosing the test spaces to be spaces of piecewise
polynomials of lower degree.

Another method which is employed for the solution of integral equations on smooth
closed curves is the qualocation method. Qualocation method is a Petrov–Galerkin method
in which the outer integrals are performed numerically by special quadrature rules.

We have been developed another method in order to approximate the solution of (1). The
method is based in the minimization of a functional that involves (1) and that it is similar to
the Petrov–Galerkin method.

Our aim in this work is to detail the computational part of distinct solving methods and
to show different examples in order to compare them. Throughout this overview, we will
assume that the integral equations have a unique solution to be determined.

§3. Preliminaries and notations

The Euclidean norm and inner product in Rn will be denoted respectively by 〈·〉 and 〈·, ·〉 .
Moreover, we designate by Hk (0, 1) the Sobolev space of order k, which is equipped with the
inner product and norm

((u, v))k =

k∑
i=0

∫ 1

0
u(i)(t)v(i)(t) dt, ‖u‖k = (u, u)1/2

k ,

the semi–inner products and semi-norms

(u, v) j =

∫ 1

0
u( j)(x)v( j)(x) dx, |u| j = (u, u)1/2

j , ∀ j = 0, . . . , k.

Let k(t, s) ∈ H3(0, 1) × L2(0, 1) be a given function, and we designate by K the integral
operator associated with k(t, s),

Ku(t) =

∫ 1

0

∫ 1

0
k(t, s)u(s) ds dt, ∀u ∈ H3(0, 1).

Finally, we assume that f ∈ C(0, 1) and K is a compact operator on C(0, 1), and that 1 is not
an eigenvalue of K .
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§4. Mixed Variational Method

This method can be briefly described as follows. For each h ∈ R+ and N ∈ N fixed, with
h = 1/N, let

∆h = {0 = t0 < · · · < tN = 1}, ti = i h,

be a subset of distinct points of [0, 1]
We denote by S (3, 2; ∆h) the space of the splines of degree 3 and class 2 associated with

∆h, i.e.
S (3, 2; ∆h) = {s ∈ C2(0, 1) : s|[ti−1,ti] ∈ P3[ti−1, ti], i = 1, . . . ,N}.

A basis of this finite dimensional space is given by B-splines functions.
Given a1 = 0, a2 = p, a3 = 1, being p a knot of ∆h, we define the operator ρ : H3(0, 1)→

R3 by
ρv =

(
(I − K)v (ai)

)
i=1,2,3

and let β = ( f (ai))i=1,2,3.
For each h ∈ R+, we define

Gh = {u ∈ Xh : ρu = β}

and the vectorial space
G0

h = {u ∈ Xh : ρu = 0}.
It is said that xh is an approximated solution of (1) if xh is a solution of the problem xh ∈ Gh,

∀v ∈ Gh, J(xh) ≤ J(v),
(2)

where J is the functional defined on H3(0, 1) by

J(v) = |(I − K)v − f |23 .

The next result guarantees the existence and the uniqueness of the solution of Problem (2).
Theorem 1. Problem (2) has a unique solution characterized as the unique solution of the
following variational problem: find xh such that xh ∈ Gh,

∀v ∈ G0
h,

(
(I − K)σN , (I − K)v

)
3 =

(
(I − K)v, f

)
3.

Proof. It is clear that GN is a nonempty closed convex subset of S (3, 2; ∆N). Now, we con-
sider the form a : S (3, 2; ∆N) × S (3, 2; ∆N)→ R given by a(u, v) = 2 (((u, v))).
Note that the application a is bilinear, symmetric, continuous and coercive since S (3, 2; ∆N)
is a finite dimensional space. Let ϕ(v) = ((I − K)v, f )3 be a linear form, which is clearly
continuous. Now, Stampacchia’s Theorem (see [2]) can be applied and we conclude the
proof. �

As a consequence of this result we can obtain that there exists a unique (xh, τ) ∈ Xh × R
3

such that for all v ∈ Xh

((I − K)xh, (I − K)v)3 + 〈τ, ρv〉 = ( f , (I − K)v)3, (3)

where xh is the unique solution of Problem (2).
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§5. Computation of the methods

We detail the computation of the methods described above. In all cases, we seek an approxi-
mate function xh(t) ∈ Xh where Xh is a finite dimensional subspace.

The approximated solution of the integral equation (1) can be written as

xh(t) =

n∑
i=1

αiφi(t), t ∈ D,

where {φ1, . . . , φh} is a basis of Xh. The question is how we can determinate the unknown
coefficients αi, i = 1, . . . , n, by using the above methods.

Collocation method. We choose distinct node points t1, . . . , tn ∈ [0, 1] and we impose that

f (ti) − λxh(ti) −
∫ 1

0
k(ti, s)xh(s) ds = 0, i = 1, . . . , n.

Then, we have now a linear system of n equations with unknown αi.

Galerkin method. We impose that

〈(λI − K)xh, φ j〉 = 〈 f , φ j〉, ∀ j = 1, . . . , n.

The coefficients αi are determined by solving

n∑
i=1

αi

(
〈λ φi, φ j〉 − 〈Kφi, φ j〉

)
= 〈 f , φ j〉, ∀ j = 1, . . . , n.

Nyström method. It requires the choice of some approximate quadrature rule. By using a
numerical scheme, from∫ 1

0
k(t, s)xh(s) ds ≈

n∑
j=1

ω jk(t, t j)xh(t j), 0 ≤ j ≤ n,

we obtain the linear system

λxh(ti) + k(ti, t j) xh(t j) = f (ti), i = 1, . . . , n.

Here the set ω j are the weights of the quadrature rule, while the n points t j are the abscissas.
An interesting approach of this method can be found in [1].

Mixed Variational method. By replacing in (3), we have for all v ∈ Xh

n∑
i=1

αi((I − K)φi, (I − K)v)3 + 〈τ, ρv〉 = ( f , (I − K)v)3,
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subject to the restrictions

xh(a j) −
∫ 1

0
k(a j, s) xh(s) ds = f (a j), j = 1, 2, 3.

Taking v = φi, for i = 1, . . . , n, we obtain a linear system of order n + 3 with the unknown
α1, . . . , αn, τ1, τ2, τ3. The matrix form of such system is(

A D
Dt 0

) (
α
τ

)
=

(
f̂1
f̂2

)
,

where
A =

(
((I − K)φi, (I − K)φ j)3

)
1≤i, j≤n

,

D =

(
φi(a j) −

∫ 1

0
k(a j, s) φi(s) ds

)
1≤i≤n
1≤ j≤3

,

f̂1 = (( f , (I − K)φi)3)t
1≤i≤n , f̂2 = ( f (ai))t

1≤i≤3 .

§6. Numerical examples

We present several numerical experiments and we compare the results with the exact solution
of the integral equation.

Now, we have chosen the space of cubic spline functions for the numerical experiments.
For each N ∈ N let h = 1/N and let

∆N = {0 = t0 < . . . < tN = 1}, ti = i h, i = 0, . . . ,N,

be a subset of distinct points of [0, 1].
A basis of this S (3, 2; ∆N) is given by B-splines functions. We denote this basis as B =

{Bi : 1 ≤ i ≤ N + 3}. The general expression of Bi(t) is

Bi(t) =
1

6h3



(t − ti−2)3, if t ∈ [ti−2, ti−1],
h3 + 3h2(t − ti−1) + 3h(t − ti−1)2 − 3(t − ti−1)3, if t ∈ [ti−1, ti],
h3 + 3h2(ti+1 − t) + 3h(ti+1 − t)2 − 3(ti+1 − t)3, if t ∈ [ti, ti+1],
(ti+2 − t)3, if t ∈ [ti+1, ti+2],
0, otherwise.

We take φi(t) = Bi(t). In order to show the efficiency, we have computed an estimation in
several spaces of the error ‖xh(t)− x(t)‖, where x is the exact solution of the integral equation
(1) and xh is the approximated solution.

Example 1. We consider the simple test equation

x(t) −
∫ 1

0
x(s)(t2 − t − s2 + s) ds = −2t3 + 3t2 − t, t ∈ [0, 1].

with exact solution x(t) = −2t3 + 3t2 − t. See Table 1.
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Method
Computed error in Collocation Galerkin Variational

H0(0, 1) 0 0 0
H1(0, 1) 3.17(−14) 7.65(−10) 0
H2(0, 1) 8.16(−13) 2.47(−8) 2.45(−15)
H3(0, 1) 1.27(−11) 4.56(−7) 6.32(−15)
C0(0, 1) 6.35(−15) 1.08(−10) 0
C1(0, 1) 1.73(−13) 4.69(−9) 2.33(−15)
C2(0, 1) 3.71(−12) 1.20(−7) 5.46(−15)

Table 1: Table of the computed relative error for Example 1 for N = 4 equidistant knots.

Method
Computed error in Collocation Galerkin Variational

H0(0, 1) 4.34(−8) 1.05(−8) 3.71(−6)
H1(0, 1) 3.06(−6) 3.02(−6) 2.35(−5)
H2(0, 1) 2.97(−4) 3.07(−4) 3.17(−4)
H3(0, 1) 3.44(−2) 3.45(−2) 3.21(−2)
C0(0, 1) 1.25(−7) 1.61(−7) 5.22(−6)
C1(0, 1) 6.85(−6) 9.44(−6) 6.01(−5)
C2(0, 1) 1.02(−3) 1.54(−3) 7.31(−4)

Table 2: Table of the computed relative error for Example 2 for N = 4 equidistant knots.

Example 2. The following integral equation

x(t) −
∫ 1

0
x(s)e−t−s ds = et − e−t, t ∈ [0, 1].

has the exact solution x(t) = et. See Table 2.

6.1. Future work

We plan to do research in the following items:

1. The study of the mixed variational method for integral equations with Cauchy kernels.

2. Numerical experiments in distinct finite dimensional spaces as wavelets spaces.

3. The extension of the mixed variational method to the two dimensional case.
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EFFICIENT SECOND-ORDER
DISCRETIZATIONS FOR SEMILINEAR

PARABOLIC PROBLEMS
Laura Portero, Andrés Arrarás and Juan Carlos Jorge

Abstract. This work is devoted to the efficient numerical solution of semilinear parabolic
problems posed on two-dimensional domains. To this end, we first carry out a spatial
semidiscretization that uses a mimetic finite difference scheme based on the support-
operator method. The connection between mimetic finite difference techniques and mixed
finite element methods is the key to proving second-order convergence for such a scheme.
Next, we consider a splitting of the semidiscrete elliptic operator subordinate to a decom-
position of the spatial domain into a set of overlapping subdomains. Within this frame-
work, we apply a second-order linearly implicit fractional step Runge-Kutta method as
the time integrator. Thus, the original problem is reduced to the solution of a set of linear
systems per time step. Furthermore, such linear systems can be decomposed into a set of
smaller subsystems that may be solved in parallel without iterative processing.

Keywords: Domain decomposition, linearly implicit fractional step method, mimetic fi-
nite difference method, mixed finite element method, semilinear parabolic problem.
AMS classification: 35K99, 65M12, 65Y05.

§1. Introduction

Let us consider the following semilinear parabolic initial-boundary value problem: find ψ :
Ω × [0,T ]→ R such that

ψt(x, t) − div (K(x) grad ψ) = g(t, ψ) + f (x, t), (x, t) ∈ Ω × (0,T ], (1a)
ψ(x, 0) = ψ0(x), x ∈ Ω, (1b)

(−K(x) grad ψ) · n = 0, (x, t) ∈ ∂Ω × (0,T ]. (1c)

The spatial domain Ω ⊆ R2 is assumed to be a bounded open set with boundary ∂Ω and
K ≡ K(x) = {ki j(x)}2×2 is a symmetric positive definite tensor. On the other hand, g(t, ·)
denotes a nonlinear function assumed to be Lipschitz in the second variable, f ≡ f (x, t) is
a sufficiently smooth source/sink term and n is the outward unit vector normal to ∂Ω. If we
replace (1a) by an equivalent system of first-order equations, we obtain:

ψt + div u = g(ψ) + f , (x, t) ∈ Ω × (0,T ], (2a)
u = −K grad ψ, (x, t) ∈ Ω × (0,T ], (2b)

where u ≡ u(x, t) is a vector-valued function that we refer to as the flux.
This paper proposes a numerical approach for solving (1) which is based on the method of

lines, thus combining a spatial semidiscretization with a time integration. For the first stage,
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the spatial domain Ω is discretized with a logically rectangular grid composed of quadrilateral
elements and, then, a mimetic finite difference (MFD) method is used to approximate problem
(2), (1b) and (1c). In section 2, we briefly describe the mimetic technique in the context
of semilinear parabolic problems, extending the ideas proposed in [3] for the elliptic case.
Following [2], a second-order convergence result in the approximation of ψ is obtained by
establishing a suitable connection between MFD methods and mixed finite element (MFE)
methods in Raviart-Thomas spaces.

Next, we carry out the time integration by means of a linearly implicit fractional step
Runge-Kutta (FSRK) method. For that purpose, we assume Ω to be a rectangle and suppose
that tensor K is diagonal and positive definite. In this setting, we construct a sufficiently
smooth partition of unity subordinate to a suitable decomposition of the spatial domain and
use it to define certain splittings for both the semidiscrete operator and the source/sink term
(cf. [4]). The combination of such splittings with a linearly implicit FSRK method reduces
the original problem to the solution of several linear systems per internal stage that can be eas-
ily parallelized. In section 3, we introduce an FSRK time integrator proposed in [5] in order
to define the totally discrete scheme and show its second-order unconditional convergence.
Finally, section 4 contains a numerical test that illustrates the theoretical results surveyed in
the paper.

§2. Spatial semidiscretization

2.1. The mimetic finite difference method
Let Th be a partition of Ω into convex quadrilateral elements e, where h = maxe∈Th diam(e) is
the mesh size. In this work, Th is assumed to be an h2-uniform partition, i.e., each element is
an h2-parallelogram and any two adjacent elements represent an h2-parallelogram (see [2]).

The MFD discretization may be outlined in four stages. The first one introduces the vector
spaces of semidiscrete functions for both scalar and vector unknowns. On one hand, letWh

be the vector space of cell-centered semidiscrete scalar functions Ψh = (Ψh
1,Ψ

h
2, . . . ,Ψ

h
Ne

)T ,
where Ne denotes the number of mesh elements. Here, Ψh

i ≡ Ψh
i (t) is associated to the center

of the i-th element ei and provides an approximation to ψ(x, t)|ei . On the other hand, we denote
byVh the vector space of edge-based semidiscrete vector functions Uh = (Uh

1 ,U
h
2 , . . . ,U

h
N`

)T ,

where N` is the number of mesh edges. In this case, Uh
i ≡ Uh

i (t) is associated to the midpoint
of the i-th mesh edge `i and provides an approximation to the normal component of vector
u(x, t) at `i (i.e., u · ni, where ni is the unit vector normal to `i). Fig. 1(a) shows the local
indexing of mesh vertices ri j , mesh edges `i j and corresponding normal vectors ni j

, whereas
Fig. 1(b) represents the discrete degrees of freedom for both scalar and vector functions at
element ei.

The second stage in the MFD method is to equip the previous vector spaces with appro-
priate inner products. The inner product on Wh is given by the expression [Ψh,Φh]Wh =∑Ne

i=1 |ei|Ψ
h
i Φh

i , where Ψh,Φh ∈ Wh and |ei| denotes the area of the i-th element. ForVh, we
define the inner product to be [Uh,Vh]Vh = 1

2
∑Ne

i=1
∑4

j=1 |Ti j |K
−1
i U

h
i j
· Vh

i j
, where Uh,Vh ∈

Vh, |Ti j | is the area of the triangle with vertices ri j−1 , ri j and ri j+1 (with r0 = r4 and r5 = r1)
and Ki is obtained from the evaluation of K at the center of the i-th element. The corner vec-
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(a) (b) (c)

Figure 1: (a) Local indexing of vertices, edges and normal vectors at element ei. (b) Discrete
degrees of freedom for scalar and vector functions, Ψh and Uh, at element ei. (c) Construction
of vectorUh

i3
at vertex ri3 of element ei.

torsUh
i j

andVh
i j

are uniquely determined at the j-th vertex of ei by using the corresponding

components of Uh and Vh, respectively. For instance, as displayed in Fig. 1(c), vectorUh
i3

is
obtained at node ri3 asUh

i3
= Uh

i2
ni2

+ Uh
i3

ni3
, where Uh

i2
and Uh

i3
are those components of Uh

associated with the edges `i2 and `i3 , respectively.
Once we have introduced the vector spaces of discrete functions and their corresponding

inner products, the third stage in the MFD method consists of defining the discrete divergence
operator, D : Vh → Wh, at the center of the i-th element, as (DUh)i = |ei|

−1(Uh
i2
|`i2 | −

Uh
i4
|`i4 |+ Uh

i3
|`i3 | −Uh

i1
|`i1 |), where |`i j | denotes the length of the i-th edge, for i = 1, 2, . . . ,Ne

and j = 1, 2, 3, 4. Finally, in the fourth stage, we obtain the discrete flux operator, G :Wh →

Vh, as the adjoint of D with respect to the inner products defined in the second stage, i.e.,
G = D∗ such that [DUh,Ψh]Wh ≡ [Uh,GΨh]Vh , for Uh ∈ Vh and Ψh ∈ Wh. This formula
is a discrete version of Green’s first identity. The relation of the previous inner products with
the standard dot product permits us to obtain G = S −1D†M, where M is a diagonal matrix
given by M = diag{|e1|, |e2|, . . . , |eNe |} and S is a symmetric positive-definite matrix with a
5-point stencil (cf. [3]).

The MFD method that approximates system (2), with initial and boundary data (1b) and
(1c), can be written as follows: find (Uh,Ψh) : [0,T ]→Vh ×Wh such that

Ψh
t (t) +DUh(t) = Gh(t,Ψh) + Fh(t), t ∈ (0,T ], (3a)

Uh(t) = GΨh(t), t ∈ (0,T ], (3b)

Ψh(0) = Ψh
0, (3c)

where vectors Gh(t,Ψh) and Fh(t) belong to Wh and their components are Gh
i (t,Ψh) =

g(t,Ψh
i ) and Fh

i (t) = |ei|
−1

∫
ei

f (x, t) dx, respectively, for i = 1, 2, . . . ,Ne. Furthermore, Ψh
0

represents an adequate approximation to ψ0(x) to be specified later. Multiplying (3a), (3c) by
MΦh and (3b) by S Vh, we get, by omitting the time dependencies:

[Ψh
t ,Φ

h]Wh + [DUh,Φh]Wh = [Gh(Ψh),Φh]Wh + [Fh,Φh]Wh , ∀Φh ∈ Wh, (4a)

[Uh,Vh]Vh = [Ψh,DVh]Wh , ∀Vh ∈ Vh, (4b)

[Ψh(0),Φh]Wh = [Ψh
0,Φ

h]Wh , ∀Φh ∈ Wh. (4c)
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This formulation will permit us to connect the MFD method described in the present subsec-
tion with a MFE method to be introduced next.

2.2. The mixed finite element method
Let us define V =

{
v ∈ H (div; Ω) : v · n = 0 on ∂Ω

}
and W = L2(Ω), where H (div; Ω) = {v ∈

[L2(Ω)]2 : div v ∈ L2(Ω)}. The variational formulation of system (2), (1b) and (1c) is: find
(u, ψ) : [0,T ]→ V ×W such that

(ψt, φ) + (div u, φ) = (g(ψ), φ) + ( f , φ), ∀ φ ∈ W, (5a)
a(u, v) = (ψ, div v), ∀ v ∈ V, (5b)

(ψ(0), φ) = (ψ0, φ), ∀ φ ∈ W, (5c)

where a(·, ·) is a bilinear form given by a(u, v) =
∫

Ω
K−1 u · v dx.

For the discretization of (5), recall that we consider an h2-uniform partition Th of Ω

consisting of convex quadrilaterals. Let ẽ be the reference unit square with vertices (0, 0)T ,
(1, 0)T , (1, 1)T and (0, 1)T and define a bilinear mapping Fe : ẽ → e which transforms the
vertices of ẽ into the vertices of e = Fe(ẽ). If we denote by ri = (xi, yi)T , for i = 1, 2, 3, 4, the
corresponding vertices of e (counted counter-clockwise) and define x ≡ (x, y) and x̃ ≡ (x̃, ỹ),
we have: x = Fe(x̃) = r1(1 − x̃)(1 − ỹ) + r2 x̃(1 − ỹ) + r3 x̃ỹ + r4(1 − x̃)ỹ. We shall denote by
Je ≡ Je(x̃) and de ≡ de(x̃) the Jacobian matrix of Fe and its determinant, respectively.

Let us now consider the lowest-order Raviart-Thomas finite element spaces on the ref-
erence element ẽ, given by Ṽẽ = Q1,0(ẽ) × Q0,1(ẽ) and W̃ẽ = Q0,0(ẽ). Here, Ṽẽ × W̃ẽ ⊂

H(div; ẽ) × L2(ẽ) and Qm,n(ẽ) refers to the space of polynomial fuctions on ẽ of degree at
most m in x̃ and at most n in ỹ. The corresponding spaces Vh × Wh ⊂ V × W on Th are
given by Vh = {v ∈ V : v|e = (d−1

e Je ṽ) ◦ F −1
e , ṽ ∈ Ṽẽ ∀ e ∈ Th} and Wh = {φ ∈ W : φ|e =

φ̃ ◦ F −1
e , φ̃ ∈ W̃ẽ ∀ e ∈ Th}. The so-called velocity space Vh is a finite element subspace of

H(div; Ω) which is defined on any convex quadrilateral e via the Piola transform.
Given the finite element spaces Vh and Wh, the MFE approximation to (5) reads: find

(uh, ψh) : [0,T ]→ Vh ×Wh such that

(ψh
t , φ

h) + (div uh, φh) = (g(ψh), φh) + ( f , φh), ∀ φh ∈ Wh, (6a)

ah(uh, vh) = (ψh, div vh), ∀ vh ∈ Vh, (6b)

(ψh(0), φh) = (ψh
0, φ

h), ∀ φh ∈ Wh, (6c)

where g(ψh) is a piecewise constant function such that g(ψh)|ei = g(ψh(ci)), being ci the center
of element ei, and ψh

0 denotes the elliptic mixed finite element projection of ψ0. Finally, ah(·, ·)
is a discrete bilinear form corresponding to the application of a numerical quadrature rule for
computing a(·, ·) to be defined below.

Now, we are in condition to introduce the basic tool for the error analysis of the mimetic
method described in the previous subsection. Recalling the definition of the MFD vec-
tor spaces, it is possible to establish an isometry between Wh and Wh, given by IWh :
Wh → Wh, as well as an isomorphism between Vh and Vh, given by IVh : Vh → Vh

(cf. [2]). Taking into account these relationships, if we compare the MFD equations (4)
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with the MFE formulation (6), it is not difficult to prove that (div uh, φh) = [DUh,Φh]Wh

and (ψh, div vh) = [Ψh,DVh]Wh . Furthermore, the definition of Ψh, Fh, Gh(Ψh) and Ψh
0 leads

to the following equalities: (ψh
t , φ

h) = [Ψh
t ,Φ

h]Wh , ( f , φh) = [Fh,Φh]Wh , (gh(ψh), φh) =

[Gh(Ψh),Φh]Wh , (ψh
0, φ

h) = [Ψh
0,Φ

h]Wh . Finally, the equivalence between both formulations
follows from the identity ah(uh, vh) ≡ [Uh,Vh]Vh . Note that the quadrature rule ah(·, ·) pro-
vides a coercive bilinear form, thus making problem (6) be well-posed.

We refer to [1] for a detailed description of the convergence analysis for the semidiscrete
scheme. The main result from that work involves the classical L2-projection operator Ph :
W → Wh and may be stated as follows.

Theorem 1. Let Th be an h2-uniform quadrilateral partition of Ω and let Ψh(t) denote the
MFD approximation to ψ(x, t). Under sufficient smoothness and compatibility conditions on
data, if we set ψh(t) = IWh (Ψh(t)) and assume that K ∈ (W1,∞(e))2×2 and K−1 ∈ (W2,∞(e))2×2

for all e ∈ Th, then there exists a constant C > 0, independent of h, such that ‖Phψ(x, t) −
ψh(t)‖ 6 Ch2 for all t ∈ [0,T ].

2.3. Mimetic finite differences on rectangular grids

Here and henceforth, we assume that the spatial domain Ω is a rectangle (a, b) × (c, d) and
Th is a rectangular mesh with Nx × Ny cells whose dimensions are hx = (b − a)/Nx and
hy = (d − c)/Ny. Moreover, ci, j =

(
(i − 1/2)hx, ( j − 1/2)hy

)
denotes the center of the (i, j)-

cell ei, j. Finally, we assume that K(x) is a diagonal 2 × 2 tensor, whose components satisfy
k11(x), k22(x) > 0 for all x ∈ Ω.

If we define the restriction operator to the cell centers as rh : L2(Ω) →Wh, then it holds
that rh|Wh ≡ I−1

Wh and ‖rhuh‖h = ‖uh‖ for all uh ∈ Wh, where ‖Uh‖h ≡ [Uh,Uh]Wh denotes the
discrete L2-norm associated toWh. Inserting (3b) into (3a), the following differential system
is obtained: find Ψh : [0,T ]→Wh such that

Ψh
t (t) −AΨh(t) = Gh(t,Ψh) + Fh(t), t ∈ (0,T ], (7a)

Ψh(0) = Ψh
0, (7b)

where Ψh(t) ≡ rh (ψh(t)) and −AΨh(t) ≡ D (GΨh(t)) is the mimetic finite difference approx-
imation to − div (K grad ψ). Such an approximation uses the well-known harmonic average
for the elements of K in the x- and y-direction, thus leading to a standard five-cell discretiza-
tion on a rectangular grid (see [3] for details).

§3. Time integration

Let us decompose Ω into the union of m overlapping subdomains {Ω`}
m
`=1, each of which

consists of a certain number of disjoint connected components, i.e., Ω =
⋃m
`=1 Ω`, where

Ω` =
⋃m`

j=1 Ω` j such that Ω` j ∩Ω`k = ∅ if j , k. By considering such a decomposition, we can
define a partition of unity consisting of m smooth functions {ρ`(x)}m`=1, with ρ` : Ω → [0, 1],
such that

∑m
`=1 ρ`(x) = 1 for all x ∈ Ω and supp (ρ`) ≡ Ω`, for ` = 1, 2, . . . ,m.
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Next, we introduce the splittingsA =
∑m
`=1A` and Fh(t) =

∑m
`=1 Fh

` (t), such that:

(A`Ψ
h)(i, j) =

ρ`(ci+1, j) k̃11(i + 1, j)
Ψh

i+1, j−Ψh
i, j

hx
− ρ`(ci, j) k̃11(i, j)

Ψh
i, j−Ψh

i−1, j

hx

hx

+
ρ`(ci, j+1) k̃22(i, j + 1)

Ψh
i, j+1−Ψh

i, j

hy
− ρ`(ci, j) k̃22(i, j)

Ψh
i, j−Ψh

i, j−1

hy

hy
,

(8)

where k̃11 and k̃22 denote the harmonic averages of k11 and k22 in the x- and y-direction, re-
spectively, and (Fh

` (t))(i, j) = ρ`(ci, j)|ei, j|
−1

∫
ei, j

f (x, t) dx, being |ei, j| the area of cell ei, j. Similar
domain decomposition operator splittings have been previously used in [4]. Matrices {A`}

m
`=1

defined in (8) are block-tridiagonal, symmetric and non-positive definite, but they do not
commute. From a theoretical point of view, this lack of commutativity requires the use of
time integrators which are proven to be stable for non-commuting operators.

Following [5], let us now introduce a second-order fractional step method in order to
reduce the semilinear stiff problem (7) to the solution of the following set of linear systems:

For n = 0, 1, . . . ,NT :

Ψh
n,1 = Ψh

n,

For ` = 2, 3, . . . , 2m − 1 :

Ψh
n,` = Ψh

n,`−1 + τ
∑̀

k=`−1

dk(Aik Ψ
h
n,k + Fh

ik (tn,k)) +
τ

2
Φh

n,`,

Ψh
n+1 = Ψh

n,2m−1,

(9)

where Φh
n,2 = Gh(tn,1,Ψh

n,1), Φh
n,2m−1 = 2 Gh(tn,m,Ψh

n,m) − Gh(tn,1,Ψh
n,1) and Φh

n,` ≡ 0, for
` = 3, 4, . . . , 2m − 2. The time step is denoted by τ and NT ≡ [T/τ] − 1. Subindex ik is such
that ik = k, for k = 1, 2, . . . ,m, and ik = 2m− k, for k = m + 1,m + 2, . . . , 2m− 1. On the other
hand, the intermediate times are given by tn,1 = tn = nτ, tn,k = tn + τ

2 , for k = 2, 3, . . . , 2m− 2,
and tn,2m−1 = tn + τ, while the coefficients of the internal stages are d1 = dm = d2m−1 = 1

2 and
d j = 1

4 , for j ∈ {2, 3, . . . ,m − 1} ∪ {m + 1,m + 2, . . . , 2m − 2}. Finally, the totally discrete
solution Ψh

n+1 approximates Ψh(tn+1). This method, which can be seen as a linearly implicit
generalization of Peaceman-Rachford fractional step method, has been proven to be stable
even for non-commuting matrices {A`}

m
`=1 (cf. [5]).

Note that the choice of a linearly implicit scheme like (9) entails an explicit treatment of
the nonlinear semidiscrete function Gh(t,Ψh). As a consequence, at each internal stage, we
have to solve a linear system with associated matrix (I − τ dA`), where I is the identity
matrix of order NxNy, d > 0 and ` ∈ {1, 2, . . . ,m}. Recalling that ρ` is considered in the
definition of A` and supp (ρ`) ≡ Ω`, such a linear system involves as many unknowns as
the number of cell centers lying inside Ω`. Finally, since Ω` consists of the union of several
disjoint components, the linear system to solve is, in fact, a collection of several uncoupled
subsystems that can be solved in parallel. It is interesting to point out that, as a difference
to classical domain decomposition techniques, our proposal does not require any Schwarz
iteration procedures.
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To finish the section, let us define the global error of the totally discrete scheme (9) at tn+1
as ‖Eh

n+1‖h = ‖rh (Phψ(x, tn+1))−Ψh
n+1‖h. A classical combination of suitable consistency and

stability properties for the time integrator, together with the bound given in Theorem 1 for
the spatial semidiscretization scheme, permits us to prove the following convergence result
(cf. [1]).

Theorem 2. Let Ψh
n+1 be the solution of the totally discrete scheme (9). Then, there exists

a constant C > 0, independent of h and τ, such that ‖Eh
n+1‖h 6 C (h2 + τ2) for all n =

0, 1, . . . ,NT .

§4. A numerical example

Let us consider the semilinear parabolic problem given by (1), where Ω = (0, 1) × (0, 1),
K(x) = (1 + x2 + y2)I and g(t, ψ) = − 1

1+ψ2 . Data functions f and ψ0 are defined in such a
way that ψ(x, t) = e−t(x2(1 − x)2 + y2(1 − y)2) is the exact solution of the problem.

We consider a rectangular mesh Th that covers Ω with Nx × Ny cells and we carry out
the spatial semidiscretization process described in section 2. In this case, h = max{ 1

Nx
, 1

Ny
}.

Then, we define I1 ≡ (0, 5
16 ] ∪ [ 7

16 ,
13
16 ] and I2 ≡ [ 3

16 ,
9
16 ] ∪ [ 11

16 , 1) and we set out Ω1 ≡ I1 × I1,
Ω2 ≡ I2 × I1, Ω3 ≡ I1 × I2 and Ω4 ≡ I2 × I2. Thus, the spatial domain Ω =

⋃4
i=1 Ωi

is decomposed into m = 4 overlapping subdomains, each of which consists of 4 disjoint
connected components. In order to define a smooth partition of unity {ρ`}4`=1, we use suitable
products of dilations and translations of a C∞ function (cf. [1]). Finally, the integral averages
of f over the mesh cells are computed by using the two-dimensional Simpson’s rule.

In order to test the second-order convergence of the spatial semidiscretization scheme,
we consider a small fixed time step τ = 10−5 and, starting from a mesh with 3 × 4 cells, we
compute the global errors resulting from doubling the number of cells in each direction. Such
errors, denoted by ENx,Ny,τ, are measured in the maximum norm in time and the discrete L2-
norm in space and are displayed in the upper row of Table 1. From these results, we obtain the
usual estimates for the order of convergence in space as pNx,Ny,τ = log2(ENx,Ny,τ/E2Nx,2Ny,τ).
As shown in the lower row of Table 1, pNx,Ny,τ approaches 2 when h tends to 0, as predicted
in Theorem 2.

Next, we compare the numerical solution obtained for a mesh size h and a time step τ
with that obtained for the same mesh size and a time step τ/2 (by using again the maximum
norm in time and the discrete L2-norm in space). When considering a small enough fixed
h, this quantity estimates the global error in time and can be used to check the second-order
convergence of the time integrator. In this case, we consider a fine spatial grid with 96 × 128
cells and, starting from a time step τ = 10−1, we compute the global errors resulting from
halving the time step. From such errors, denoted by ĒNx,Ny,τ, we can estimate the orders
of convergence in time as p̄Nx,Ny,τ = log2(ĒNx,Ny,τ/ĒNx,Ny,τ/2). Table 2 shows the values of
ĒNx,Ny,τ (upper row) and p̄Nx,Ny,τ (lower row). Observe that the numerical orders of conver-
gence also approach 2 when τ tends to 0, as stated in Theorem 2. Finally, it is important to
note that, despite the fact that the nonlinear term is treated explicitly, the method shows an
unconditionally stable behaviour.
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(Nx,Ny) (3,4) (6,8) (12,16) (24,32) (48,64) (96,128)

ENx ,Ny ,τ 6.526E-3 2.093E-3 5.511E-4 1.395E-4 3.499E-5 8.766E-6
pNx ,Ny ,τ 1.641 1.925 1.982 1.995 1.997 –

Table 1: Global errors and numerical orders of convergence in space (τ = 10−5).

τ 0.1 0.1 · 2−1 0.1 · 2−2 0.1 · 2−3 0.1 · 2−4 0.1 · 2−5

ĒNx ,Ny ,τ 8.763E-2 4.523E-2 2.224E-2 1.020E-2 4.164E-3 1.559E-3
p̄Nx ,Ny ,τ 0.954 1.013 1.135 1.292 1.417 1.672

τ 0.1 · 2−6 0.1 · 2−7 0.1 · 2−8 0.1 · 2−9 0.1 · 2−10 0.1 · 2−11

ĒNx ,Ny ,τ 4.893E-4 1.424E-4 4.036E-5 1.078E-5 2.775E-6 7.012E-7
p̄Nx ,Ny ,τ 1.781 1.819 1.904 1.958 1.985 –

Table 2: Global errors and numerical orders of convergence in time (Nx = 96, Ny = 128).
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EXISTENCE OF A SOLUTION TO A CLASS
OF PSEUDOPARABOLIC PROBLEMS

Ngonn Seam and Guy Vallet

Abstract. In this paper we are interested, on the one hand, in problems involving a
nonlinearity of form f (∂tu) ; on the other hand, we are interested in Barenblatt’s type
equations [5] too.

By the way of an implicit time-discretization, we would prove the existence of a
solution to the following problem: f (∂ut)−∆φ(u)−ε∆∂ut = gwith a Lipschitz-continuous
function φ.

Keywords: Pseudoparabolic problems, existence results, time-discretization.

AMS classification: 35K65, 35K70.

§1. Introduction

In this paper, we are interested in the mathematical analysis of the pseudoparabolic Cauchy
problem:

f (∂tu) − ∆φ (u) − ε∆∂tu = g, u(0, .) = u0, (1)

where f and φ are Lipschitz-continuous functions with f non-decreasing.
This study has its roots in the analysis of problems with a nonlinearity of form f (∂tu).

Such a term has been previously introduced by G. I. Barenblatt in [5] for elasto-plastic porous
media. It has been revisited by S. N. Antontsev et al. [1, 2, 3, 4] or G. Vallet [8] concerning
a constrained stratigraphic models in geology.

An implicit time-discretization scheme is used to prove the existence of a solution in a
suitable functional space. As an application, by passing to the limits with respect to ε, one
proves the existence of a solution to the Barenblatt’s equation.

Let us consider in the sequel a bounded domain Ω ⊂ Rd with a Lipschitz-boundary Γ. For
any T � 0, let us denote Q a cylinder defined by Q := ]0,T [ ×Ω.
Moreover, one assumes that:

f is a non-decreasing Lipschitz-continuous function, (H1)

φ is a C1(R)-Lipschitz-continuous function such that φ(0) = 0, (H2)

ε > 0 and u0 ∈ H1
0(Ω), (H3)

g ∈ L2 (Q) . (H4)

We shall write M = ||φ′||∞.
Let us define now what is a solution to our pseudoparabolic problem.
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Definition 1. A solution to (1) is any u ∈ H1(0,T,H1
0(Ω)

)
such that u(0, ·) = u0 and, for all v

in H1
0(Ω), ∫

Ω

{
f (∂tu) v + φ′ (u)∇u∇v + ε∇∂tu∇v

}
dx =

∫
Ω

gv dx. (2)

The main result of this paper is that

Theorem 1. There exists a solution to Problem (1).

§2. Existence of a solution

2.1. Semi-discretized processes

Consider a positive integer N and denote by h = T/N. In this section, we are interested
in proving the existence of the sequence of approximation by the way of an implicit semi-
discretization scheme.

Each step of the scheme consist in solving a nonlinear elliptic problem. In a first par,
the case of a bounded f would be consider. Then, thanks to some truncation arguments, the
general case would be obtained.

Proposition 2. Under the hypothesis (H1) to (H3) and by assuming moreover that f is a
bounded function, if h is small enough (h < ε/(M + 1)), for any g ∈ L2(Ω), there exists an
element u in H1

0(Ω) such that, for all v in H1
0(Ω),∫

Ω

f
(u − u0

h

)
v dx +

∫
Ω

φ′ (u)∇u∇v, dx + ε

∫
Ω

∇
u − u0

h
∇v dx =

∫
Ω

gv dx. (3)

This element is unique as soon as φ′ is a Lipschitz-continuous function.

Proof. The existence of a solution of (2) is classically obtained by using the Schauder-
Tikhonov fixed point theorem in the framework of separable reflexive B-spaces. In order
to do it, let us denoted Ψ the mapping defined by Ψ : H1

0(Ω) → H1
0(Ω), S 7→ uS , where uS

is the unique solution of the following linear problem: find uS ∈ H1
0 (Ω) such that, for all

v ∈ H1
0(Ω),∫

Ω

(
φ′ (S ) +

ε

h

)
∇uS∇v dx =

∫
Ω

gv dx −
∫

Ω

f
(S − u0

h

)
v dx +

ε

h

∫
Ω

∇u0∇v dx. (4)

As soon as h < ε/(M + 1), this linear problem is coercive in H1
0(Ω). It is well-posed and Ψ

exists. Choosing v = uS a test function, one gets that∥∥∥uS n

∥∥∥
H1

0 (Ω) ≤ C1 = C
(
Ω, ‖ f ‖∞ , g, ε, u0, h

)
, (5)

and Ψ conserve the closed ball B̄H1
0 (Ω)(0,C1).

Let (S n) be a sequence that converges weakly in H1
0(Ω) towards S . Up to a subsequence

still denoted in the same way, it can be assumed that S n converges strongly in L2(Ω) and a.e.



Existence of a solution to a class of pseudoparabolic problems 239

in Ω. Furthermore, the functions φ′ and f are continuous and bounded, then owing to the
theorem of Lebesgue, we can prove that, for all v in H1

0(Ω),∫
Ω

f
(S n − u0

h

)
v dx→

∫
Ω

f
(S − u0

h

)
v dx and φ′ (S n)∇v→ φ′ (S )∇v

(
L2(Ω)

)d
, (6)

Moreover, according to (5), the sequence
(
uS n

)
is bounded in H1

0(Ω). Thus, χ in H1
0(Ω) exists,

as well as a subsequence, still indexed by n, extracted from
(
uS n

)
, such that, uS n converges

weakly in H1
0(Ω) toward χ. Then, we have that

∇uS n ⇀ ∇χ in
(
L2(Ω)

)d
and ∇

uS n − u0

h
⇀ ∇

χ − u0

h
in

(
L2(Ω)

)d
. (7)

Passing to the limits in (4) with S n by using (6) and (7), we obtain that χ is a solution to
problem (4) with S . By uniqueness of such a solution, one gets that χ = uS .

Thus by a compactness argument, all the sequences converge weakly in H1
0(Ω) toward

uS , i.e. uS n ⇀ uS weakly in H1
0(Ω). Then the mapping Ψ is sequentially weakly weakly

continuous in H1
0(Ω). Thus the fixed point theorem of Schauder-Tikhonov proves that Ψ has

at most a fixed point; i.e. there exists S in H1
0(Ω) such that uS = S and a solution to (3) exists.

Let us prove now that this solution is unique. Let us consider û another solution of (3).
Thus we obtain by subtraction, for all v in H1

0(Ω),

0 =

∫
Ω

[
f
(u − u0

h

)
− f

(
û − u0

h

)]
v dx +

∫
Ω

(
φ′ (u) +

ε

h

)
∇

(
u − û

)
∇v dx

+

∫
Ω

(
φ′ (u) − φ′

(̂
u
))
∇û∇v dx.

(8)

For a giving µ � 0, let us denote by pµ(r) = (r − µ)+/r; pµ is non-decreasing Lipschitz
function with p′µ(r) =

µ
r2 1{r�µ}.

Therefore, as v = pµ
(
u − û

)
is a suitable test function, its comes that

0 =

∫
Ω

[
f
(u − u0

h

)
− f

(
û − u0

h

)]
pµ

(
u − û

)
dx + µ

∫
{u−û>µ}

(
φ′ (u) +

ε

h

) ∣∣∣∇ (
u − û

)∣∣∣2
|u − û|2

dx

+ µ

∫
{u−û>µ}

φ′ (u) − φ′
(̂
u
)

|u − û|2
∇û.∇

(
u − û

)
dx.

Since f is a non-decreasing function and as h � ε/(M + 1), it comes that∫
{u−û>µ}

∣∣∣∇ (
u − û

)∣∣∣2
|u − û|2

dx �
∫
{u−û>µ}

|φ′ (u) − φ′
(̂
u)

∣∣∣2
2|u − û|2

|∇û|2dx +

∫
{u−û>µ}

|∇(u − û|2)
2|u − û|2

dx

�

∫
{u−û>µ}

|φ′ (u) − φ′
(̂
u)

∣∣∣2
|u − û|2

|∇û|2dx � ||φ′′||∞

∫
Ω

|∇û|2dx.

Let us denote by Fµ(r) = ln (1 + (r − µ)+/µ). Fµ is a Lipchitz-continuous function, Fµ
(
u − û

)
∈

H1
0(Ω) and one gets that ∫

Ω

∣∣∣∇Fµ
(
u − û

)∣∣∣2 dx �
∥∥∥φ′′∥∥∥

∞

∫
Ω

|∇û|2 dx.
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Thanks to Poincaré inequality, the sequence
(
Fµ

(
u − û

))
µ

is bounded in L2(Ω) indepen-

dently of µ. Note that the sequence
(
F1/n

(
u − û

) )
n is non-decreasing, and converges al-

most everywhere in R ∪ {+∞} to +∞ 1{u−û�0}. Hence, the theorem of Beppo Levi leads to
meas

(
{u > û}

)
= 0. Then

(
u − û

)+
= 0, i.e u � û.

Permutating u and û thereinbefore gives û � u as well and the solution is unique. �

Proposition 3. Under the hypothesis (H1) to (H3), if h is small enough (h < ε/(M + 1)), for
any g ∈ L2(Ω), there exists an element u in H1

0(Ω) such that, for all v in H1
0(Ω),∫

Ω

f
(u − u0

h

)
v dx +

∫
Ω

∇φ (u)∇v dx + ε

∫
Ω

∇
u − u0

h
∇v dx =

∫
Ω

gv dx. (9)

This element is unique as soon as φ′ is a Lipschitz-continuous function.

Proof. The proof of the uniqueness result of the solution is identical to the one proposed
previously.

Concerning the result of existence, consider for any positive n, fn = max (−n,min (n, f )).
The corresponding solutions, given by the above proposition, are denoted by un. Applying
the test function v = (un − u0)/h to (3), one gets that∫

Ω

[
fn

(un − u0

h

)
− fn(0)

] un − u0

h
dx +

∫
Ω

[hφ′ (un) + ε]
∣∣∣∣∣∇un − u0

h

∣∣∣∣∣2 dx

≤

∫
Ω

[g − fn(0)]
un − u0

h
dx −

∫
Ω

φ′ (un)∇u0∇
un − u0

h
dx

≤
[
‖g − fn(0)‖L2(Ω) + M ‖u0‖H1

0 (Ω)

]
.

∥∥∥∥∥un − u0

h

∥∥∥∥∥
H1

0 (Ω)
.

Since f is non-decreasing, fn too, h < ε/(M + 1) and thanks to Poincaré’s inequality, one gets
that ∥∥∥∥∥un − u0

h

∥∥∥∥∥
H1

0 (Ω)
≤ ‖g‖L2(Ω) + | f (0)|

√
meas(Ω) + M ‖u0‖H1

0 (Ω) . (10)

Therefore, a sub-sequence still indexed by n can be extracted, such that un converges in
H1

0(Ω) weakly to u, strongly in L2(Ω) and a.e. in Ω. Moreover, one has that∥∥∥∥∥ fn(
un − u0

h
)
∥∥∥∥∥

H1
0 (Ω)
≤

∥∥∥ f ′
∥∥∥
∞

[
‖g‖L2(Ω) + | f (0)|

√
meas(Ω) + M ‖u0‖H1

0 (Ω)

]
. (11)

Since fn( un−u0
h ) converges a.e. to f ( u−u0

h ), it ensures that f (un) converges in L2(Ω) toward
f (u) (and weakly in H1(Ω)). Furthermore, since φ is a Lipschitz-continous function, φ(un)
converges weakly to φ(u) in L2(Ω), and, passing to the limits in the variational formulation
stating un, one gets (9). �

Inductively, the following result can be proved:
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Theorem 4. Let us consider N ∈ N∗ with N > T (M + 1)/ε, h = T/N and (gk) ⊂ L2(Ω).
Then, under the hypothesis (H1)–(H3), there exists a sequence

(
uk)

k in H1
0(Ω) with u0 = u0

and such that, for all v ∈ H1
0(Ω),∫

Ω

f
(

uk+1 − uk

h

)
v dx +

∫
Ω

∇φ
(
uk+1

)
∇v dx + ε

∫
Ω

∇
uk+1 − uk

h
∇v dx =

∫
Ω

gk+1v dx. (12)

This sequence is unique as soon as φ′ is a Lipschitz-continuous function.

2.2. Existence of a solution
In order to prove the existence of a solution, let us introduce some notations. For any sequence
vk, let us denote in the sequel

vh =

N−1∑
k=0

vk+11[tk ,tk+1[ and ṽh =

N−1∑
k=0

[
vk+1 − vk

h
(t − tk) + vk

]
1[tk ,tk+1[,

where tk = kh and

gh =

N−1∑
k=0

1
h

∫ (k+1)h

kh
g(t, ·)dt 1[tk ,tk+1[.

Lemma 5. Assume that h < ε/(M + 1). Then,

(i) The sequence
(
uh) is bounded in L∞

(
0,T ; H1

0(Ω)
)

and
(̃
uh) is bounded in H1(0,T ; H1

0(Ω))∩
L∞

(
0,T ; H1

0(Ω)
)
.

(ii) There exists C � 0 such that for all t in [0,T [,
∥∥∥̃uh(t) − uh(t)

∥∥∥
H1

0 (Ω) � C
√

h.

(iii) There exists a set Z of full measure in ]0,T [ such that, for any t in Z, ∂tũh(t) is bounded
in H1

0(Ω).

Proof. Thanks to (10), one has that∥∥∥∥∥∥uk+1 − uk

h

∥∥∥∥∥∥
H1

0 (Ω)
≤

∥∥∥gk+1
∥∥∥

L2(Ω) + | f (0)|
√

meas(Ω) + M
∥∥∥uk

∥∥∥
H1

0 (Ω) , (13)

and, if k > 0,∥∥∥∥∥∥uk+1 − uk

h

∥∥∥∥∥∥
H1

0 (Ω)
≤

∥∥∥gk+1
∥∥∥

L2(Ω) + C + M ‖u0‖H1
0 (Ω) + Mh

k−1∑
i=0

∥∥∥∥∥∥ui+1 − ui

h

∥∥∥∥∥∥
H1

0 (Ω)
. (14)

Then, one gets that

n∑
k=0

h

∥∥∥∥∥∥uk+1 − uk

h

∥∥∥∥∥∥2

H1
0 (Ω)
≤ 4

n∑
k=0

h
∥∥∥gk+1

∥∥∥2
L2(Ω) + C(u0)T + 4M2h2

n∑
k=1

h

 k−1∑
i=0

∥∥∥∥∥∥ui+1 − ui

h

∥∥∥∥∥∥
H1

0 (Ω)


2

≤ C(g, u0) + 4M2Th
n∑

k=1

k−1∑
i=0

h

∥∥∥∥∥∥ui+1 − ui

h

∥∥∥∥∥∥2

H1
0 (Ω)
≤ C(g, u0)e4M2T ,
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thanks to the discrete Gronwall lemma. This yields

N−1∑
k=0

∥∥∥uk+1 − uk
∥∥∥2

H1
0 (Ω) ≤ hC(g, u0)e4M2T , (15)

and (i)–(ii) hold.
Moreover, (14) yields, for any t ∈ ]tk, tk+1[, to∥∥∥∂tũh(t)

∥∥∥2
H1

0 (Ω) ≤ 4
∥∥∥gh(t)

∥∥∥2
L2(Ω) + C(u0) + 4M2C(g, u0)e4M2T . (16)

If moreover t belongs to the set of Lebesgue of g in L2(0,T ; L2(Ω)), ∂tũh(t) is bounded in
H1

0(Ω) and (iii) holds. �

Theorem 6. Under the hypotheses (H1)–(H4), there exists u in H1
(
0,T ; H1

0(Ω)
)

such that,
for all v in H1

0(Ω),∫
Ω

f (∂tu) v dx +

∫
Ω

∇φ (u)∇v dxε +

∫
Ω

∇∂tu∇vdx =

∫
Ω

gv dx, (17)

with u(0, ·) = u0.

Proof. Leading from Lemma 5-(i), there exists u in H1(0,T ; H1
0(Ω)

)
, such that, up to a sub-

sequences still denoted in the same way, one may assume that ũh converges to u weakly in
H1(0,T ; H1

0(Ω)
)
. Then, for any t in [0,T ], ũh(t) converges weakly in H1

0(Ω) toward u(t).
Then, Lemma 5-(ii) ensures that uh(t) converges weakly to u(t) in H1

0(Ω). Moreover, since φ
is a Lipschitz-countinuous function, φ(uh(t)) converges weakly to φ(u(t)) in H1

0(Ω) too.
Thanks to Lemma 5-(iii), for any t in Z, up to a sub-sequence indexed by ht, ∂tũht (t)

converges weakly in H1
0(Ω) towards a given ξ(t) and strongly in L2(Ω).

Then, there exists k such that (12) leads, for any v ∈ H1
0(Ω), to∫

Ω

f
(
∂tũht (t)

)
v dx +

∫
Ω

∇φ
(
uht (t)

)
∇v dx + ε

∫
Ω

∇∂tũht (t)∇v dx =

∫
Ω

ght (t)v dx. (18)

By passing to the limits in the above equation, on gets that ξ(t) is a solution in in H1
0(Ω)

to the variational problem:

∀v ∈ H1
0(Ω),

∫
Ω

f (ξ(t)) v dx + ε

∫
Ω

∇ξ(t)∇v dx =

∫
Ω

gvdx −
∫

Ω

φ′ (u(t))∇u(t)∇v dx. (19)

Then, since f is non-decreasing, this implies that such a solution is unique. As ∂tũh(t) is
a bounded sequence in H1

0(Ω), one concludes that ∂tũh(t) converges toward ξ(t) weakly in
H1

0(Ω).

Therefore, ξ : ]0,T [ → H1
0(Ω) is a weakly measurable function. Then, thanks to the

theorem of Pettis ([9, p. 131]), it is a measurable function.
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For any v in H1
0(Ω),

∫
Ω
∇∂tuh(t)∇v dx converges a.e. in ]0,T [ toward

∫
Ω
∇ξ(t)∇v dx. Since∣∣∣∫

Ω
∇∂tũh(t)∇v dx

∣∣∣ ≤ ∥∥∥∂tũh(t)
∥∥∥

H1
0 (Ω) ‖v‖H1

0 (Ω), it is bounded in L2 (0,T ) and [7, Lemma 1.3,
p.12] ensures that

∀α ∈ L2(0,T ),
∫ T

0

∫
Ω

α(t)∇∂tũh(t).∇v dx dt →
∫ T

0

∫
Ω

α(t)∇ξ(t).∇v dx dt.

Since (∂tũh) is bounded in L2(0,T ; H1
0(Ω)

)
, an argument of density leads to the weak

convergence in L2(0,T ; H1
0(Ω)

)
of ∂tũh toward ξ. Thus by uniqueness of the weak limit, one

obtains that ∂tu = ξ and that there exists a solution. �

§3. Application to Barenblatt’s equation

As an application, let us return to the existence of a solution to Barenblatt’s equation:

f (∂tu) − ∆u = g,

where f (r) = r if r > 0 and f (r) = αr (α > 0) if r ≤ 0, with α , 1 a priori.

Our method consists in passing to the limits in the pseudoparabolic problem (2) with
respect to ε toward 0, when φ = Id, g in L2(Q) and u0 in H1

0(Ω).
By using the test function v = ∂tuε in (2), we obtain, for any t, the following estimate:∫

Ω×]0,t[
f (∂tuε)∂tuε+ε|∇∂tuε |2 dx+

1
2

∫
Ω

|∇uε(t)|2 dx =

∫
Ω×]0,t[

g∂tuε dx+
1
2

∫
Ω

|∇u0|
2 dx. (20)

Thus, the sequence (uε) is bounded in H1(Q)∩L∞(0,T ; H1
0(Ω)) as well as

(
f (∂tuε)

)
in L2(Q).

Indeed, for all t,

min(1, α)
∫

]0,t[×Ω

|∂tuε |2 dx dt +
1
2

∫
Ω

|∇uε(t)|2 dx ≤
1
2

∫
Ω

|∇u0|
2 dx +

∫
]0,t[×Ω

g∂tuε dx dt.

Up to a sub-sequence still indexed by ε, one assumes that there exists u in H1(Q) ∩
L∞(0,T ; H1

0(Ω)), weak limit in H1(Q) and weak-* limit in L∞(0,T ; H1
0(Ω)) of (uε); as well as

χ, weak limit in L2(Q) of f (∂tuε).
On the one hand, one has χ − ∆u = g, i.e. ∂tu − ∆u = g + ∂tu − χ := h. Since h ∈ L2(Q)

with the initial condition in H1
0(Ω), one gets∫

Q
|∂tu|2 dx dt +

1
2

∫
Ω

|∇u(T )|2 dx =
1
2

∫
Ω

|∇u0|
2 dx +

∫
Q

[g + ∂tu − χ]∂tu dx dt. (21)

On the other hand, since (uε(T )) bounded in H1
0(Ω) and as uε(T ) converges toward u(T )

in L2(Ω), it converges weakly in H1
0(Ω) and passing to the limits in (20) yields

lim sup
ε→0

∫
Q

f (∂tuε)∂tuε dx dt +
1
2

∫
Ω

|∇u(T )|2 dx ≤
1
2

∫
Ω

|∇u0|
2 dx +

∫
Q
g∂tu dx dt.

Thus, lim sup ε → 0
∫

Q f (∂tuε)∂tuε dx dt ≤
∫

Q χ∂tu dx dt. Then, according to H. Brézis
[6, Prop. 2.5, p. 27], χ = f (∂tu) and u is a solution to the problem.
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ON A STOCHASTIC NONLINEAR
CONSERVATION LAW

Guy Vallet
Abstract. In this paper, we are interested in the stochastic viscous Buckley-Leverett
equation with a Hölder continuous nonlinear function.

Keywords: Viscous Buckley-Leverett, stochastic perturbation, well-posedness.
AMS classification: 35K60, 35K65, 60H15.

§1. Introduction

In our presentation “On stochastic nonlinear conservation laws”, at the Ninth International
Conference Zaragoza-Pau on Applied Mathematics and Statistics, we have presented results
of existence and uniqueness for the solution to parabolic and hyperbolic problems. These
results were extracted from the publications G. Vallet [10] and G. Vallet and P. Wittbold [11].
In this paper, we would like to revisit the example of the formal stochastic viscous Buckley-
Leverett equation

du − ε∆u dt − div( f (u)~B) dt = hdw in D × ]0,T [ ×Ω,

where f is assumed to be a Hölder continuous function.
In the sequel, one assumes that D is a bounded Lipschitz domain of Rd, that T is a

positive number and one denotes by Q = ]0,T [ × D. Then, homogeneous Dirichlet would be
considered.

Thereafter, W = {wt,Ft ; 0 ≤ t ≤ T } denotes a standard adapted one-dimensional contin-
uous Brownian motion, defined on some probability space (Ω,F , P), with the property that
w0 = 0. This assumption on W is made for convenience. Our aim is to adapt known methods
for nonlinear PDE to noise perturbed ones.

Usually, the Buckley-Leverett equation is a transport equation used to model two-phase
flow in porous media (ε = 0). It can be obtained as the limit, when ε goes to 0, of the above
viscous equation. Such a result can be found in G. Vallet and P. Wittbold [11] for a regular
function f , but one needs the notion of entropy solution. Note that the model corresponds to
a generalization to d > 1 of the Burger’s equation too: i.e. d = 1 and f (x) = x2.

The Burger’s equation has been intensively studied in the literature with many extensions.
Usually, the stochastic convolution is used. Let us mention, without exhaustiveness, G. Da
Prato et al. [2, 3], W. Grecksch et al. [4] or I. Gyongy et al. [5] and M. Röckner et al. in [9]
for a generalization of the classical.

Usually, Lipschitz or local-Lipschitz conditions are assumed on the function f . In this
application we consider that f is a 1/2-Hölder-continuous function (with f (0) = 0 since
div ~B = 0). The method consists in using a Lipschitz-approximation of f and passing to the
limits with respect to this approximation.



246 Guy Vallet

§2. Assumptions, definition of a solution and the main result

Let us assume in the sequel that
• ~B ∈ (L∞(D))d with div ~B = 0 a.e. in D,

• f : R→ R is a 1/2 Hölder-continuous function with f (0) = 0,

• h ∈ L2(Q) and u0 ∈ L2(D).

Denote by V = H1
0(D), endowed with ||u||V =

(∫
D |∇u|2 dx

)1/2
the norm of Poincaré (cf.

R. Adams [1, Th. 6.28, p.159] ), by Cp the Poincaré’s constant, i.e., for all v ∈ V , ||v||L2(D) ≤

Cp||v||V .
Our aim is then to give a result of existence and uniqueness of the variational solution to

the above-mentioned problem. Let us fix in what sense such a solution is understood.

Definition 1. Any function u of L2(Ω × ]0,T [ ; V) such that ∂
∂t

[
u −

∫ t
0 h(s, .) dw(s)

]
, taken in

the sense of the vectorial V ′-valued distributions, belongs to L2(Ω × ]0,T [ ; V ′) is a solution
to our stochastic problem if u is L2(D)-valued progressively measurable and if for t a.e. in
]0,T [ and any test-function v of V , the variational formulation holds

0 =

〈
∂

∂t

[
u −

∫ t

0
h(s, ., ) dw(s)

]
, v

〉
V ′,V

+

∫
D
{ε∇u.∇v + f (u)~B.∇v} dx,

with the initial condition u(0, .) = u0.
The results we want to prove is:

Theorem 1. A unique solution in the sense of the above definition exists to the above stochas-
tic Buckley-Leverett equation.

§3. Proof of the result

For any positive M, consider fM = ( f ∗ ρM) ◦ TM where ρM denotes the usual mollifier se-
quence of support 1/M and TM(x) = max[min(x,M),−M]. Then, fM is a bounded, Lipschitz-
continuous function and classical results yield the existence and uniqueness of the solution,
denote by uM , to the problem:

duM − ε∆uM dt − div( fM(uM)~B)dt = hdw in D × ]0,T [ ×Ω

for the same initial condition and the regularity required in the previous definition.
Such a result would be admitted; refer e.g. to G. Da Prato et al. [3], W. Grecksch et al. [4]

or G. Vallet [10].
Thanks to the stochastic-energy equality, one has that a positive constant C exists such

that, for any t,

E
∫

D
u2

M(t) dx + 2E
∫ t

0

∫
D
|∇uM |

2 dx ds + 2E
∫ t

0

∫
D

fM(uM)~B.∇uM dx ds =

∫ t

0

∫
D

h2 dx ds.

Thus, one deduces that

E
∫

D
u2

M(t) dx + 2E
∫

Q
|∇uM |

2 dx ds ≤ C(h). (1)
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Moreover, for any v in V \ {0},∣∣∣∣〈 ∂
∂t

[
uM −

∫ t
0 h dw(s)

]
, v

〉
V ′,V

∣∣∣∣
||v||V

≤ ||∇uM ||L2(D) + ||~B||∞cP|| fM(uM)||L2(D).

Since

| fM(uM)|2 =

∣∣∣∣∣∫
R

f (TM(uM) − y)ρM(y) dy
∣∣∣∣∣2 ≤ ∫

R

| f (TM(uM) − y)|2ρM(y) dy

≤ c( f )
∫
R

|TM(uM) − y| ρM(y) dy ≤ c( f )(|TM(uM)| + 1) ≤ c1u2
M + c2,

one deduces that∣∣∣∣〈 ∂
∂t

[
uM −

∫ t
0 h dw(s)

]
, v

〉
V ′,V

∣∣∣∣2
‖v‖2V

≤ 2||∇uM ||
2
L2(D) + 2||~B||2∞c2

P

[
c1||uM ||

2
L2(D) + c2 meas(D)

]
and that

E
∫ T

0

∥∥∥∥∥ ∂∂t

[
uM −

∫ t

0
h dw(s)

]∥∥∥∥∥2

V ′
dt ≤ C(h). (2)

Thus, one is able to assert the

Lemma 2. Uniformly with respect to M and for any t ∈ [0,T ], the sequences uM(t), uM and
∂
∂t

[
uM −

∫ t
0 h dw(s)

]
are bounded respectively in L2(Ω × D), L2(Ω × ]0,T [ ,V) and L2(Ω ×

]0,T [ ,V ′).

Following J. U. Kim [6], denote, for any t, by

Θ(uM , t) = sup
s∈[0,t]

‖uM(s)‖2L2(D) + ‖uM‖
2
L2(0,t;V) +

∥∥∥∥∥ ∂∂t

[
uM −

∫ .

0
h dw(s)

]∥∥∥∥∥2

L2(0,t,V ′)
,

Ω̃(t) =
⋃
L≥2

⋃
M≥1

⋃
k≥m

{Θ(uM , t) ≤ L} and Ω̃ = Ω̃(T ).

Thanks to the above lemma, one deduces that P(Ω̃) = 1. Then, for P-a.s. ω, a positive
constant L(ω) and a sub-sequence denoted by uMω

exist such that {Θ(uMω
,T ) ≤ L(ω)}. There-

fore, there exist u = u(ω) in L2(0,T ; V) with moreover ∂
∂t
[
u −

∫ t
0 h dw(s)

]
in L2(0,T,V ′) and

a sub-sequence denoted by (uk) such that uk converges weakly to u in L2(0,T ; V) and that
∂
∂t
[
uk −

∫ t
0 h dw(s)

]
converges weakly to ∂

∂t
[
u −

∫ t
0 h dw(s)

]
in L2(0,T,V ′).

Moreover, thanks to Corollary 4, (uk) converges in L2(0,T ; L2(D)) and a.e. in Q since
sub-sequences are considered, and in C([0,T ]; H−1(D)). In particular, u0 = uk(0) converges
to u(0) in V ′.

Since f 2
k (uk) ≤ c1u2

k + c2, it can be assumed, up to a sub-sequence denoted in the same
way, that fk(uk) converges weakly to some fu in L2(Q). Note that, by construction, fk(uk)
converges a.e. in Q to f (u). Then, it converges weakly to f (u) in L2(Q) (Cf. J.-L. Lions [7,
lemma 1.3, p.12]).
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It follows that, for any v in V and t a.e. in ]0,T [,〈
∂

∂t
[u −

∫ t

0
h dw], v

〉
V ′,V

+

∫
D
∇u.∇v + f (u)~B.∇v dx = 0.

If one denotes by û an other solution, for any v in V , one gets that〈
∂

∂t
[u − û], v

〉
V ′,V

+

∫
D
∇[u − û].∇v + [ f (u) − f (û)]~B.∇v dx = 0.

For a given µ > 0, set v = pµ[u − û] where pµ(x) = 0 if x < µ/e, 1 if x > µ and ln(ex/µ) else.
Note that pµ is a Lipschitz-continuous function and denote by Pµ =

∫ x
0 pµ(s) ds. Then,

0 =
d
dt

∫
D

Pµ [u − û] dx +

∫
D

p′µ [u − û] |∇[u − û]|2 + [ f (u) − f (û)]p′µ[u − û]~B.∇[u − û] dx.

And by construction,

d
dt

∫
D

Pµ [u − û] dx +
1
2

∫
D

p′µ[u − û]|∇[u − û]|2 ≤ C
∫
{µ/e<u−û<µ}

|u − û|p′µ [u − û] dx.

Thus, ∫
D

Pµ[u − û] dx ≤ C meas ({µ/e < u − û < µ}) +

∫
D

Pµ[0] dx.

Passing to the limits leads to u ≤ û.
Since one is able to prove in the same way that u ≥ û, the solution to the above problem

is unique and all the sequence (uMω
) converges.

Now, one needs to prove that u, generated by sub-sequences depending on ω, is adapted
to the filtration and belongs to the stated spaces. In order to prove this, we propose to follow
J. U. Kim’s [6] arguments. Consider a closed ball B in H−1(D) and, for any positive integer n,
Bn =

⋃
v∈B B̄H−1(D)(v, 1/n). For a fixed t∗, note that

Ω̃ ∩ {u(t∗) ∈ B} = Ω̃ ∩

[⋃
L>0

⋂
n>0

⋂
k>0

⋃
M≥k

{uM(t∗) ∈ Bn} ∩ {Θ(uM , t∗) ≤ L}
]
. (3)

Indeed, for anyω ∈ Ω̃∩{u(t∗) ∈ B}, (uMω
) satisfies Θ(uMω

, t∗) ≤ Θ(uMω
,T ) ≤ L(ω). Moreover,

since uMω
converges in C([0,T ],H−1(D)), ω belongs to the right hand side set.

Conversely, if ω belongs to the right hand side set, there exists L̄(ω) > 0 such that for
any positive integer n, one is able to construct a sub-sequence uM̄ω,n

with uM̄ω,n
(t∗) ∈ Bn and

Θ(uM̄ω,n
, t∗) ≤ L̄(ω).

Since, what has been done with uMω
in ]0,T [ can be done again with uM̄ω,n

in ]0, t∗[, the
uniqueness result proved above yields the convergence of uM̄ω,n

to u. Therefore, u(t∗) ∈ Bn

for any n, and the result holds.
Thanks to the regularity of uM , the left hand side of (3) is Ft∗ -measurable and {u(t∗) ∈ B}

is in Ft∗ . More generally, for any t in [0, T ], {u(t∗) ∈ F} ∈ Ft for any Borel subset F of
H−1(D). Since u belongs to C([0,T ],H−1(D)), {(t, ω), 0 ≤ t ≤ t∗, u(t, ω) ∈ F} ∈ ([0,T ])×Ft∗

for each F ∈ B(H−1(D)) and any t ∈ ]0,T ].
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Since u belongs to Cs([0,T ], L2(D)), u(t) ∈ L2(D) for any t and thanks to lemmata 5
and 7 in the annexes, the same result of measurability holds for any F ∈ B(L2(D)); and u is
progressively measurable as a L2(D) valued process.

Note that a similar argument could be used in L2(D) with the weak topology since u
belongs to Cs([0,T ], L2(D)) with values in a fixed bounded subset of L2(D) and thanks to
lemma 6 in the annexes.

Then, thanks to (1), (2) and the lemma of Fatou, on gets that

E
∫

D
u2(t) dx + 2E

∫
Q
|∇u|2 dxds + E

∫ T

0

∥∥∥∥∥∥ ∂∂t

[
u −

∫ t

0
h dw(s)

]∥∥∥∥∥∥2

V ′
dt ≤ C(h),

and a solution exists in the sense of the definition 1.
For the uniqueness of the solution, one has just to use the same method than the one given

above, based on the approximation of the sgn+ function by pµ.

§4. Annexes

In this section we propose some classical tools used in this paper.
First, let us remind the theorem on Aubin-Simon:

Theorem 3 ([7, Th. 5.1, Th. 12.1 and (12.10)]). Let us consider 1 < p ≤ +∞, 1 ≤ q ≤
+∞, B0, B1 and B2 three B-spaces such that the embedding of B0 in B1 is compact and the
embedding of B1 in B2 is continuous. If (un) is a bounded sequence in Lq(0,T ; B0) such
that (dun/dt) (the derivation is taken in the sense of vectorial distributions) is a bounded
sequence in Lp(0,T ; B2), then there exists a subsequence that converges in Lq(0,T ; B1) and
in C([0,T ]; B2).

The following corollary is the main tool of compactness used in the paper:

Corollary 4. Let (un) be a bounded sequence in L2(0,T ; H1
0(D)) ∩ L∞(0; T ; L2(D)) and

H ∈ C([0,T ]; L2(D)). If (d(un − H)/dt) (the derivation is taken in the sense of vectorial dis-
tributions) is a bounded sequence in L2(0,T ; H−1(D)) then there exists a subsequence (unk )
that converges in L2(0,T ; L2(D)) and in C([0,T ]; H−1(D)).

Moreover, the limit is Cs([0,T ]; L2(D))1.

Proof. Since the embedding of L2(D) in H−1(D) is compact and since (un −H) is bounded in
L∞(0; T ; L2(D)), thanks to Aubin-Simon’s theorem, there exists a subsequence (unk − H) that
converges in C([0,T ]; H−1(D)). In particular, (unk ) converges in C([0,T ]; H−1(D)) too.

Thanks to the lemma of Lions ([7, Lemma 5.1]), for any positive ε, there exists a positive
dε such that, for any n, p,

||un+p − un||L2(0,T ;L2(D)) ≤ ε ||un+p − un||L2(0,T ;H1
0 (D)) + dε ||un+p − un||L2(0,T ;H−1(D)).

Thus, since ||un||L2(0,T ;H1
0 (D)) is bounded, one gets that for any positive ε, there exists a positive

dε such that, for any n, p,

||un+p − un||L2(0,T ;L2(D)) ≤
ε

2
+ dε ||un+p − un||L2(0,T ;H−1(D)).

1u ∈ Cs([0,T ]; X) if, for any x∗ ∈ X′, t 7→ 〈x∗, u(t)〉 is continuous.
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Since (unk ) is a Cauchy sequence in L2(0,T ; H−1(D)), a positive integer N exists such that
dε ||unk+p − unk ||L2(0,T ;H−1(D)) ≤ ε/2 as soon as nk ≥ N. Then, (unk ) is a Cauchy sequence in
L2(0,T ; L2(D)) and it converges.

Obviously, the limit belongs to L∞(0; T ; L2(D)) ∩ C([0,T ]; H−1(D)), thus it belongs to
Cs([0,T ]; L2(D)) thanks to [8, Lemma 8.1, p.297]. �

Let us give now some lemmata concerning the measurability of vector-valued functions.

Lemma 5. Assume that u is a function with values in L2(D) and H−1(D)-measurable, then it
is L2(D)-measurable.

Proof. Our argument is based on the theorem of Pettis in separable B-spaces [12].
If u is H−1(D)-measurable, then it is weakly measurable. Thus, for any v in H1

0(D),
〈u, v〉H−1,H1

0
is a scalar measurable function. As u is a function with values in L2(D),

〈u, v〉H−1,H1
0

=
∫

D uv dx and it is a scalar measurable function. Note that for any v ∈ L2(D),
there exists (vn) ⊂ H1

0(D) that converges toward v in L2(D). Thus,
∫

D uvn dx converges
a.e. toward

∫
D uv dx and it is a scalar measurable function. Therefore, u is weakly L2(D)-

measurable, thus L2(D)-measurable. �

I would like to present an generalisation proposed by L. Thibault (personal communica-
tion) and based on the two following lemmata:

Lemma 6. Let Y be a separable B-space. Then, the Borel sigma-algebra B(Y) when Y is
endowed with the strong topology is the same than the Borel sigma-algebra Bw(Y) when Y
is endowed with the weak topology. Moreover, B(Y) is the sigma-algebra generated by the
closed balls of Y.

Proof. First Bw(Y) ⊂ B(Y) is obvious since the same inclusion holds for the topologies.
On the other hand, any closed ball B̄(a, r) in Y is σ(Y,Y∗)-closed since it is convex. In

particular, B̄(a, r) ∈ Bw(Y).
As any open ball is a countable reunion of closed ones, any open ball belongs to Bw(Y).

Now, thanks to the separability of Y , any open subset of Y is a countable reunion of open
balls. Then, any open subset of Y is an element of Bw(Y) and B(Y) ⊂ Bw(Y). Note that this
prove that B(Y) is generated by the closed balls too. �

Lemma 7. Assume that X ⊂ Y are separable B-spaces with X reflexive. If the embedding i of
X in Y is continuous, then B(X) ⊂ B(Y), where B(X) (resp. Y) denotes the Borel σ-algebra
of X (resp. Y).

Proof. Consider A a closed ball in X. Since X is assumed to be reflexive, A is σ(X, X∗)
compact. Moreover, the application i is σ(X, X∗)-σ(Y,Y∗) continuous and then A is a compact
set of Y for the topology σ(Y,Y∗). Therefore, A is weakly closed in Y , it is closed and it
belongs to B(Y). The conclusion comes from the remark that B(X) is generated by the closed
balls of X. �
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ON STOCHASTIC ORDERS
AND AGING PROPERTIES

IN GENERALIZED MIXTURES

F. G. Badía and M. D. Berrade

Abstract. In this work we deal with generalized discrete mixtures where the weights
corresponding to some of the distributions in the mixture can be negative. We study
closure conditions for some aging properties as well as stochastic ordering in mixtures of
this type.

Keywords: Aging properties, mixtures, stochastic orders.

AMS classification: 60K10, 60E15, 62N05.

§1. Introduction and background

The study of both aging properties and stochastic orders constitutes a traditional research area
in reliability, as it provides the suitable way to assess how systems wear-out thus resulting in
increasingly frequent malfunctions and decreased reliability.

In addition many systems are likely to work under conditions that do not remain constant
over time but are prone to experience random changes. If so, changing conditions are respon-
sible for the uncertainty in the parameters of the distributions representing the lifetimes of
systems that turn out to be better modeled by a mixture of distributions.

In this article we consider generalized mixtures whose reliability function, F
?

(x) is given
as follows

F
?

(x) =

N∑
i=1

piF i(x),

where
∑N

i=1 pi = 1. F i represents, for each i = 1, 2, . . . ,N, the reliability function correspond-
ing to the distribution, Xi, in the mixture. X? denotes the random variable representing the
mixture. The term generalized mixtures refers to the fact that some of the weights, pi, can be
negative. [2] deals with negative weights in mixtures involving Weibull and inverse Weibull
distributions.

Generalized mixtures can be useful when approximating the reliability behaviour of con-
secutive k-out-of-n systems, that is, the type of configuration where the system works only if
at least k of the n components work.

Consider the time to failure of a system, X with f (x), F(x), and F̄(x) being, respectively,
the corresponding density, distribution and reliability functions. When assessing its stochastic
aging, the hazard rate, r(x), and the mean residual life m(x), defined below, constitute the
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traditional reliability measures.

r(x) =
f (x)

F(x)
,

µ(x) = E[X − x | X > x] =

∫ ∞
x F(u) du

F(x)
.

The failure rate is an indicator of the proneness to failure whereas the mean residual life
represents the expected remaining life of a system that has survived up to x.

Lately new measures have emerged, namely, the reversed hazard rate q(x) and the mean
inactivity time m(x) given as follows

q(x) =
f (x)
F(x)

,

m(x) = E[x − X | X ≤ x] =

∫ x
0 F(u) du

F(x)
.

Both are useful, for instance, in medical studies when it’s known for example that someone is
infected with a virus, say, VIH, and physicians’ interest focuses on determining the infection
time or the time elapsed since then.

The monotonic behavior of the foregoing functions constitutes a crucial issue in main-
tenance scheduling. Thus, the study of aging characteristics in mixtures and the conditions
under which the monotonicity of the distributions in the mixture is preserved is a key research
area. The preservation under mixtures of decreasing failure rate (DFR) distributions [6] turns
out to be the seminal result. It’s well known that a similar property doesn’t hold in general for
distributions with increasing failure rate (IFR), decreasing mean residual life (DMRL), de-
creasing reversed hazard rate (DRHR) and increasing mean inactivity time (IMIT). Therefore
research focuses on conditions under which closure results remain valid for the foregoing
nonparametric classes. Following this line [3], [5], and [4] provide remarkable results

The comparison of distribution and thus the stochastic order approach, emerges to deter-
mine which of several distributions appears to be preferable to the rest. Hence the stochastic
ordering of mixtures is an interesting area to deal with. The works due to [7], [3], [5], and [4]
also deal with this issue.

Section 2 and Section 3 contain, respectively, the results concerning the aging properties
and the stochastic ordering in mixtures. Section 4 contains some concluding remarks.

§2. Preservation of aging properties under generalized mixtures

First we present some known results concerning the preservation of aging properties that
motivate the study carried out in this article.

Proposition 1 (Cf. [4]). Consider that p1 > 0 and X1 belongs to the increasing hazard rate
class (IFR), whereas p1 ≤ 0 and Xi is decreasing hazard rate (DFR) for i = 2, 3, . . . ,N. Then,
the mixture X? is IFR.



On stochastic orders and aging properties in generalized mixtures 257

Proposition 2 (Cf. [5]). Consider that p1 > 0 and X1 is decreasing mean residual life
(DMRL), whereas p1 ≤ 0 and Xi is increasing mean residual life (IMRL) for i = 2, 3, . . . ,N.
Then, the mixture X? belongs to the DMRL class.

Proposition 3 (Cf. [3]). Consider that p1 > 0 and X1 has the increasing likelihood ratio
property (ILR or logconcave), whereas p1 ≤ 0 and Xi has the decreasing likelihood ratio
(DRL or logconvex) for i = 2, 3, . . . ,N. Then, the mixture, X? is also IRL.

Next, we introduce new results related to the reversed hazard rate and the mean inactivity
time.

Proposition 4. Consider that p1 > 0 and X1 belongs to the decreasing reversed hazard
rate class (DRHR), whereas p1 ≤ 0 and Xi is increasing reversed hazard rate (IRHR) for
i = 2, 3, . . . ,N. Then, the mixture, X? is DRHR.

Proof. The reversed failure rate of the mixture denoted by q? is written as follows

q?(x) =

N∑
i=1

wi(x)qi(x),

where

wi(x) =
piFi(x)∑N

i=1 piFi(x)
=

piFi(x)
F?(x)

, i = 1, 2, . . . ,N,

alternatively
q?(x) = w1(x)q1(x) + (1 − w1(x))q?0 (x),

with

q?0 (x) =

∑N
i=2

−pi
1−p1

i fi(x)∑N
i=2

−pi
1−p1

Fi(x)
.

In addition q?0 is the reversed failure rate of a mixture of distributions, therefore it is an
increasing function [1]. By taking derivatives we get

w1(x)
dx

= w1(x)(1 − w1(x))(q1(x) − q?0 (x)).

Hence

dq?(x)
dx

= w1(x)(1 − w1(x))(q1(x) − q?0 (x))2 + w1(x)
dq1(x)

dx
+ (1 − w1(x))

dq?0 (x)
dx

.

It follows from the assumptions that w1(x) ≥ 0, 1 − w1(x) ≤ 0, dq1(x)
dx ≤ 0 and dq?0 (x)

dx ≥ 0 .
Thus, dq?(x)

dx ≤ 0 and X? is DRHR. �

Proposition 5. Consider that p1 > 0 and X1 belongs to the increasing mean inactivity time
(IMIT), whereas p1 ≤ 0 and Xi is decreasing mean inactivity time (DIMIT) for i = 2, 3, . . . ,N.
Then, the mixture X? is IMIT.
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Proof. The expression below denoted by ν?(x) corresponds to the mean inactivity time of the
mixture

ν?(x) =

∑N
i=1 piLi(x)νi(x)∑N

i=1 piFi(x)
,

where

Li(x) =

∫ x

−∞

Fi(u)du.

The inverse value of the mean inactivity time of the mixture is given by

1
ν?(x)

= α(x)
1

ν1(x)
+ (1 − α(x))

1
ν?0 (x)

,

with
α(x) =

p1L1(x)∑N
i=1 piLi(x)

and

ν?0 (x) =

∑N
i=2

−pi
1−p1

iLi(x)∑N
i=2

−pi
1−p1

Fi(x)
.

It can be stated that ν?0 (x) is a decreasing function because it represents the mean inactivity
time of a mixture of distributions [1]. Moreover,

dα(x)
dx

= α(x)(1 − α(x))
(

1
ν1(x)

−
1

ν?0 (x)

)
.

Therefore

d 1
ν?(x)

dx
= α(x)(1 − α(x))

(
1

ν1(x)
−

1
ν?0 (x)

)2

+ α(x)
d 1
ν1(x)

dx
+ (1 − α(x))

d 1
ν?0 (x)

dx
.

From assumptions in Proposition 5 we conclude that α(x) ≥ 0, 1 − α(x) ≤ 0, d(1/ν1(x))
dx ≥ 0

and d(1/ν?0 (x))
dx ≥ 0. Hence, d(1/ν?(x))

dx ≤ 0 and ν?(x) is an increasing function. Then, the result
holds. �

§3. Stochastic order in generalized mixtures of two random variables

When comparing two distributions we can consider different stochastic orders depending of
our knowledge of the underlying distributions. In what follows we present the basic defini-
tions concerning several stochastic orders.

• Usual stochastic order: X ≤st Y

FX(t) ≤ FY (t) for all t ∈ (−∞,∞).

• Reversed hazard rate order: X ≤RHR Y

qX(t) ≤ qY (t) for all t ∈ (−∞,∞).
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• Mean inactivity time order: X ≤MIT Y

mX(t) ≥ mY (t) for all t ∈ (−∞,∞).

• Convex order: X ≤convex Y

E[φ(X)] ≤ E[φ(Y)] for all convex functions φ : R→ R.

• Laplace transform order: X ≤Lt
Y

E[e−tX] ≥ E[e−tY ] for all t > 0.

The results of this section are based on that from [7]. We deal with mixtures of two distribu-
tions as follows

F
?

p (x) = pF1(x) + (1 − p)F0(x),

analyzing the monotonic behavior of the mixture X?
p under several stochastic orders provided

that the corresponding variables X0 and X1 follow the same stochastic order.
We present two former results concerning the mean residual life and the likelihood ratio

orders respectively.

Proposition 6 (Cf. [5]). If X0 ≤MRL X1 and p ≤ p′, then X?
p ≤MRL X?

p′ .

Proposition 7 (Cf. [3]). If X0 ≤LR X1 and p ≤ p′, then X?
p ≤LR X?

p′ .

Next we get additional results related to other stochastic orders.

Proposition 8. If X0 ≤st X1 and p ≤ p′, then X?
p ≤st X?

p′ .

Proof.
dF

?

p (x)

dx
= F1(x) − F0(x) ≥ 0.

Then, X?
p ≤st X?

p′ provided that p ≤ p′. �

Proposition 9. If X0 ≤RHR X1 and p ≤ p′, then X?
p ≤RHR X?

p′

Proof. The reversed hazard rate of the mixture is given next

q?p (x) = w1(p, x)q1(x)q1(x) + (1 − wp(p, x))q1(x),

where
w1(p, x)q1(x) =

pF1(x)
pF1(x) + (1 − p)F0(x)

=
pF1(x)
F?

p (x)
.

In addition
dw1(p, x)

dp
=

F1(x)F0(x)
F?

p (x)2 . (1)

Hence
dq?p (x)

dp
=

F1(x)F0(x)
F?

p (x)2 (q1(x) − q0(x)) ≥ 0,

and the result holds. �
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Proposition 10. If X0 ≤MIT X1 and p ≤ p′, then X?
p ≤MIT X?

p′ .

Proof. The following expression represents the mean inactivity time of the mixture:

ν?p (x) = w1(p, x)ν1(x) + (1 − wp(p, x))ν0(x),

where
w1(p, x)q1(x) =

pF1(x)
pF1(x) + (1 − p)F0(x)

=
pF1(x)
F?

p (x)
and w1(p, x) as in (1). After taking derivatives we obtain

dν?p (x)

dp
=

F1(x)F0(x)
F?

p (x)2 (ν1(x) − ν0(x)) ≤ 0.

Therefore, if p ≤ p′, then X?
p ≤MIT X?

p′ . �

Proposition 11. If X0 ≤convex X1, and p ≤ p′, then X?
p ≤convex X?

p′ .

Proof. Let f be a convex function, then

E( f (X?
p )) = pE( f (X1)) + (1 − p)E( f (X0)).

Hence
dE( f (X?

p )

dp
= E( f (X1)) − E( f (X0)) ≥ 0.

Thus, if p ≤ p′, then X?
p is less than X?

p′ under the convex stochastic order. �

Proposition 12. If X0 ≤Lt
X1 and p ≤ p′, then X?

p ≤Lt
X?

p′ .

Proof. For t ≥ 0 it is seen that

E(e−tX?
p ) = pE(e−tX1 ) + (1 − p)E(e−tX0 ).

Therefore
dE(e−tX?

p )
dp

= E(e−tX1 ) − E(e−tX0 ) ≤ 0

and the result holds. �

§4. Concluding remarks

The foregoing results aim at providing additional insight on aging phenomena in the context
of reliability. According to this objective it can be noticed that the following inequality holds
for all p ∈ (0, 1):

X0 ≤st X?
p ≤st X1,

X0 ≤RHR X?
p ≤RHR X1,

X0 ≤MIT X?
p ≤MIT X1,

X0 ≤convex X?
p ≤convex X1.

That is, the mixture presents a “better aging” than the worst of the two components pro-
viding an spurious image of improvement. The results complete previous works due to [7],
[3], [5], and [4] related to other aging classes and stochastic orders.
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STATISTICAL INFERENCE IN THE
STOCHASTIC GAMMA DIFFUSION

PROCESS WITH EXTERNAL
INFORMATION

R. Gutiérrez, A. Nafidi and R. Gutiérrez Sánchez

Abstract. In this work, we consider a new extension of the one-dimensional stochastic
gamma diffusion process (cf. [11]) by introducing external time functions as exogenous
factors, in the same way as exogenous factors have been introduced into lognormal pro-
cess (cf. [14]), the Gompertz process (cf. [10] ) and the Vasicek process (cf. [12]),
among others. Firstly, we determine the probabilistic characteristics of the process as its
analytical expression, the transition probability density function and the trend functions.
Secondly, we study the statistical inference in this process: the parameters present in
the model are studied by using the maximum likelihood estimation method on the basis
of the discrete sampling, thus obtaining the expression of the likelihood estimators and
their properties (statistical distribution, sufficiency and completeness), together with the
confidence intervals of the parameters.

Keywords: Stochastic gamma diffusion process, exogenous factors, statistical inference
in diffusion process.
AMS classification: 60J60, 62M05.

§1. Introduction

Stochastic processes are used in fields as diverse as physics, biology, economics and finance
to model and analyze dynamic systems. One particular class of stochastic processes which
has attracted considerable attention is that of diffusion processes. And one of the questions
that has provoked greatest theoretical and practical interest concerning diffusions, and which
has been the object of many studies in recent years, is the problem of establishing the corre-
sponding statistical inference, a question that may be approached by the use of either contin-
uous or discrete sampling. This inference, and in particular the estimation of parameters, has
been studied in the general case by various authors, such as Bibby and Sorensen [3], Prakasa
Rao [17], Ait-Sahalia [1] and Egorov et al. [4], among many others. And in the case of
particular diffusions, it has been considered, for example, by Giovanis et al. [7] in the logistic
case, Gutiérrez et al. [8] in the Gompertz case, Gutiérrez et al. [9] in the Rayleigh case and
Forman et al. [6] in the case of Pearson diffusions, among other important diffusions.

Due to the need to use stochastic diffusions to accurately model real phenomena that are
becoming more and more complex, various extensions of these processes have been consid-
ered, such as non-homogeneous extensions and, in particular non-homogeneous extensions
with exogenous factors, which have been defined, studied and applied, for example, in the
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case of the lognormal process by Gutiérrez et al. [14], in the case of the Gompertz process
by Gutiérrez et al. [10] and Ferrante [5], in the case of the Vasicek process by Gutiérrezet
al. [12], and by Picchini et al. [16] in the case of the Brennan-Schwartz diffusion process,
among others.

In the present study, based on the methodology established for the consideration of ex-
ogenous factors affecting drift , described in [14], [10] and [12], we define a new diffusion
process with external information, modelled by time deterministic functions (exogenous vari-
ables) that affect the drift of the Gamma diffusion process, as studied in [13] and [11]. We go
on to examine a new Gamma diffusion process with exogenous factors, investigating its main
probabilistic characteristics and the corresponding statistical inference.

The remainder of the paper is organised as follows. In the next section, we first define
the model and consider its probabilistic characterisations, such as the explicit expression,
the probability transition density function (ptdf) and the moments (in particular the trend
functions). In the third section, we study the statistical inference in the proposed process
using discrete sampling, obtaining the likelihood estimators, their statistical properties and
the confidence parameter intervals.

§2. The model and its basic probabilistic characteristics

2.1. The proposed model and their analytical expression
The model considered is the one dimensional process {x(t), t ∈ [t1,T ], t1 > 0} with values in
(0,∞) and governed by the following Ito’s stochastic differential equation (SDE)

dx(t) = a(t, x(t))dt + b1/2(t, x(t))dw(t), P[x(t1) = xt1 ] = 1, (1)

where a(t, x) and b(t, x) are given by

a(t, x) =

(
α

t
− h(t)

)
x and b(t, x) = σ2x2.

In the first coefficient a(t, x), the function h is considered as a linear combination of the
exogenous factors, and is given by

h(t) = β0 +

q∑
i=1

βigi(t)

where gi (for i = 1, . . . , q) are called exogenous factors (external information) and are a time-
continuous function in [t1,T ], α, βi (for i = 0, . . . , q) and σ > 0 are time-independent real
parameters (to be estimated).

It can be proved that the functionals a(t, x) and b(t, x) are non-anticipative and satisfy
the Lipschitz and the growth conditions, and consequently that there exists a unique, strong
solution to Eq.(1) [see, for example, Liptser and Shiryayev [15], Theorem 4.6].

Furthermore, it is straightforward to show that these functionals are Borel measurable and
satisfy the uniform Lipschitz condition and the c-Holder, in particular order 1 Holder, condi-
tions (see, for example, Wong and Hajek [19], Propositions 4.1 and 7.1]. Consequently, there



Statistical inference in the stochastic Gamma diffusion process with external information 265

exists a separable, measurable and almost surely (a.s.) sample continuous diffusion process
{x(t) ; t ∈ [t1,T ]} which is the unique (a.s.) solution to Ito’s SDE Eq.(1) with infinitesimal
moments (drift and diffusion coefficients) given, respectively, by a(t, x) and b(t, x).

2.2. The ptdf and moments of the model
The strong solution to Eq.(1) can be obtained by Ito’s formula, transforming the latter using
the function y(t) = log(x(t)) to the following SDE

dy(t) =

(
α

t
− h(t) −

σ2

2

)
dt + σdw(t); y(t1) = log(xt1 ).

By integrating and substituting, we deduce that the analytical expression of the solution to
the SDE Eq.(1) is

x(t) = xt1

( t
t1

)α
exp

(
−

∫ t

t1

(
h(τ) −

σ2

2

)
dτ + σ(w(t) − w(t1))

)
,

then, x(t) has a one-dimensional lognormal distribution Λ1[µ(t1, t, xt1 ), σ2(t − t1)], where
µ(s, t, x) is given by

µ(s, t, x) = log(x) + α log(t/s) − (β0 + σ2/2)(t − s) −
q∑

i=1

βi

∫ t

s
gi(τ)dτ,

and therefore, the tpdf of the process has the following form

f (y, t | x, s) =
[
2πσ2(t − s)

]−1/2
y−1 exp

− [
log(y) − µ(s, t, x)

]2

2σ2(t − s)

 . (2)

Taking into account that x(t) | x(s) = xs is distributed as Λ1

[
µ(s, t, xs), σ2(t − s)

]
and bearing

in mind the properties of this distribution, the r-th conditional moment of the process is
expressed by

E
[
xr(t)|x(s) = xs

]
= exp

(
rµ(s, t, xs) +

r2σ2

2
(t − s)

)
.

Then, the conditional trend function (r = 1) of the process is

E [x(t) | x(s) = xs] = xs

( t
s

)α
e−β0(t−s)−

∑q
i=1 βi

∫ t
s gi(τ) dτ.

Assuming the initial condition P(x(t1) = x1) = 1, we obtain the trend function of the process

E [x(t)] = xt1

(
t
t1

)α
e−β0(t−t1)−

∑q
i=1 βi

∫ t
t1
gi(τ) dτ

.

And the variance of the process is given by

Var [x(t)] = x2
t1

(
t

1

)2α

e−2β0(t−t1)−2
∑q

i=1 βi
∫ t

t1
gi(τ)dτ (eσ2(t−t1) − 1

)
.



266 R. Gutiérrez, A. Nafidi and R. Gutiérrez Sánchez

§3. Statistical inference on the model

3.1. Likelihood parameter estimation
In the present study, with discrete sampling, we estimate the parameters α, σ2 and βi (for
i = 1, . . . , q) of the model by applying maximum likelihood estimation (MLE) methodology.
Let us consider a discrete sampling of the process x1, . . . , xn for times t1, t2, . . . , tn and assume
an initial distribution P [x(t1) = x1] = 1. Then the associated likelihood function can be
obtained from Eq.(2) by the following expression

L(x1, . . . , xn, α, β, σ
2) =

n∏
i=2

f (xi, ti | xi−1, ti−1) .

An implementation based on the change of variable can be used in order to work with a
known likelihood function and to calculate the maximum likelihood estimators in a simpler
way. Consider the following transform: vi = (ti − ti−1)−1/2 (

log(xi) − log(xi−1)
)
, i = 2, . . . , n,

then, with the following reparametrization Γ =
(
α,−(β0 + σ2/2),−β1, . . . ,−βq

)′
and

ui = (ti − ti−1)−1/2
(
log(ti/tt−1), ti − ti−1,

∫ ti−1

ti
g1(τ) dτ, . . . ,

∫ ti−1

ti
gq(τ) dτ

)′
.

Then, the likelihood function for the transformed sample is

Lv2,...,vn (Γ, σ2) =
[
2πσ2

]−(n−1)/2
exp

− 1
2σ2

n∑
i=2

(vi − u′iΓ)2

 .
Let V = (v2, . . . , vn)′ and U be the (q + 2) × (n − 1) matrix, whose rank is q + 2, and given by
U = (u2, . . . ,un). Then, the likelihood function can be rewritten in the following form:

LV(Γ, σ2) =
[
2πσ2

]−(n−1)/2
exp

(
−

1
2σ2 (V − U′Γ)′(V − U′Γ)

)
. (3)

After calculating the derivatives of the log-likelihood function with respect to the parameter
matrix Γ and the coefficient σ2, the likelihood equations are

U(V − U′Γ̂) = 0,

(n − 1)σ̂2 = (V − U′Γ̂)′(V − U′Γ̂).

From which, the likelihood estimators of the parameters are

Γ̂ = (UU′)−1UV,

(n − 1)σ̂2 = V′HUV,

where HU = In−1 − U′(UU′)−1U is an idempotent symmetric matrix.
Remark 1. In the absence of exogenous factors (i.e: gi = 0, for i = 1, . . . , q), we obtain the
stochastic Gamma diffusion process studied in Gutiérrezet al. [11, 13], and it can be shown
that all the results established in the present study generalize those obtained in the two papers
cited.
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3.2. Properties of likelihood estimators
3.2.1. Distribution and independence of MLEs

Using Eq.(3), it can be deduced that V ∼ Nn−1

[
U′Γ, σ2In−1

]
.

The rank of U is q + 2, Then, (UU′)−1U has the same rank, and therefore, we have

Γ̂ ∼ Nq+2

[
Γ, σ2(UU′)−1

]
.

On the one hand, we have σ−1(V − U′Γ) ∼ Nn−1 (0, In−1), as HU is idempotent, then by a
known multivariate analysis result (see for example, [18, Theorem 2, p. 57]), we have

σ−2(V − U′Γ)′HU(V − U′Γ) ∼ χ2
rank(HU).

And by taking into account that HU is symmetric and idempotent, we have rank(HU) =

tr(HU) = n − q − 3, and therefore

σ−2(V − U′Γ)′HUσ
−1(V − U′Γ) = σ−2V′HUV ∼ χ2

n−q−3.

From which, we deduce that
(n − 1)σ̂2

σ2 ∼ χ2
(n−q−3).

On the other hand, as (UU′)−1UHU = 0, then by Theorem 3 in [18, p. 59], we have
(UU′)−1UV and V′HUV are independently distributed, which means that Γ̂ and σ̂2 are in-
dependently distributed.

3.2.2. Sufficiency and Completeness of MLEs

By substracting and adding U′Γ̂ to V − U′Γ, expression Eq.(3) becomes

LV(Γ, σ2) =
1

(2πσ2)
n−1

2

exp
(
−

1
2σ2

[
(n − 1)σ̂2 + (̂Γ − Γ)′UU′ (̂Γ − Γ))

])
.

This shows that
(̂
Γ, σ̂2

)
is conjointly sufficient for

(
Γ, σ2

)
.

The completeness follows by means of similar reasoning to that established for the maxi-
mum likelihood estimators of the parameters of the multivariate normal distribution (see, for
example, Anderson [2]).

Finally it can be deduced that the estimators Γ̂ and (n−1)σ̂2

(n−q−3)σ2 are the UMVUE for the
parameters Γ and σ2 respectively.

3.3. Parameter confidence intervals
On the basis of the above results, it can be deduced that the (1 − γ)% confidence interval for
the parameter σ2 is given, by  (n − 1)σ̂2

χ2
n−q−3, γ2

,
(n − 1)σ̂2

χ2
n−q−3,1− γ

2

 .
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And the (1 − γ)% concentration ellipsoid for Γ∗ =
(
−β1, . . . ,−βq

)′
is given by

(
Γ∗ − Γ̂∗

) [
A(22)

]−1
(
Γ∗ − Γ̂∗

)′
≤

(n − 1)q
n − q − 3

σ̂2Fq,n−q−3,γ,

where χ2
n,γ and Fm,n,γ are the upper 100γ per cent points of the χ2 with n degrees of freedom

and the F- distribution with m and n degrees of freedom, respectively, A(22) is q × q-matrix
and given in

(UU′)−1 =

(
A(11) A(12)
A(21) A(22)

)
.

§4. Conclusions

The Gamma process, from the outset, is a non-homogenenous diffusion process, as its drift
depends explicitly on the time t. In the present paper, we have introduced a new type of
Gamma diffusion, including a second source of non-homogeneneity, which is derived from
making the function h(t), which forms part of the drift of the initial diffusion, depend on
q exogenous factors, g1(t), i = 1, . . . , q. These factors are external (or exogenous) to the
process x(t) itself, and act as “regressors” and thus the drift of the diffusion varies, as do its
trend functions. In consequence, through an appropriate choice of such exogenous factors, it
is possible to fit the Gamma diffusion introduced, and in particular its trend functions, to a
real phenomenon, in a way that is more suitable in statistical terms than if this were done with
the initial Gamma diffusion (without exogenous factors). This is so because, thanks to these
factors, we can model the influence of certain exogenous factors on the dynamic behaviour
of the endogenous variable x(t).

This fit can be applied, in practice, to the Gamma diffusion examined in the present study
because it has been possible to develop the basic results of statistical inference (the estima-
tion and testing of hypotheses) for the model defined in Eq(1).Thus, we have a method for
adjusting, and for analyzing the goodness of fit, that is suitable for practical implementation.
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