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2.2.Learning goals
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3.Assessment (1st and 2nd call)

3.1.Assessment tasks (description of tasks, marking system and assessment criteria)

4.Methodology, learning tasks, syllabus and resources

4.1.Methodological overview

The methodology followed in this course is oriented towards the achievement of the learning objectives. A wide range of
teaching and learning tasks are implemented, such as lectures, problem-solving sessions, laboratory sessions, tutorials and
autonomous work and study.

4.2.Learning tasks

This course is organized as follows:
Lectures. Two weekly hours. Theory explanations will be illustrated by means of a variety of examples and real
problems, trying to motivate the students participation. Computer presentations will be used. Such lectures will
represent, at most, the 50% of the learning activities.
Problem-solving sessions. Two weekly hours. Class splitted into two groups. In which different exercises and
questions will be solved in detail. The students will have the whole collection of such exercises in advance, in order
to facilitate their homework. These problem-solving sessions will represent, at least, the 40% of the learning
activities.

Laboratory sessions. Where the students will learn to use computer tools in order to solve exercises from
a numerical viewpoint. They will represent, at least, the 10% of the learning activities.



Tutorials. Individual tutorial sessions to discuss issues concerning the difficulties in the learning process, to correct
the way of working, to monitorize the practical work assigned to each student, etc.
Autonomous work and study.
Assessment tasks. A midterm exam will take place.

4.3.Syllabus

This course will address the following topics:
Topic 1. Data Analysis

1.1 Introduction: population and sample.
1.2 Relative frequencies and graphic representations.
1.3 Mean and standard deviation. Median and quantiles. Symmetry and kurtosis.
1.4 Outliers. Transformation of variables.
1.5 Two-dimensional data: joint, marginal and conditional distributions.
1.6 Moments. Covariance matrix and Pearson's correlation coefficient.
1.7 The simplest linear model. Linear regression. Residuals analysis.

Topic 2. Introduction to Probability
2.1 Sample space, events and algebras of events.
2.2 Axioms of probability. Consequences.
2.3 Classical probability. Combinatorics.
2.4 Finite, discrete, and geometric models. Examples.
2.5 Conditional probability and independence.
2.6 Total probability formula. Bayes formula.

Topic 3. Discrete Random Variables
3.1 Introductory examples. Probability laws and distribution functions.
3.2 The most usual distributions: uniform, Bernoulli and binomial, hypergeometric, geometric, negative
binomial, and Poisson distributions.
3.3 Mathematical expectations. The expectation of a function of a discrete random variable.
3.4 Moments and central moments. Computations.
3.5 Moments and Chebyshev's inequality.
3.6 Approximations: from the hypergeometric to the binomial, and from the binomial to the Poisson
distributions.

Topic 4. Absolutely Continuous Random Variables
4.1 Introduction. Probability densities.
4.2 Distribution functions. Properties.
4.3 The most usual distributions: uniform, triangular, exponential, gamma, beta, Pareto, Cauchy, and
normal distributions.
4.4 Transformations of absolutely continuous random variables. Change of variables.
4.5 Moments and central moments. Computations.
4.6 Moments and Chebyshev's inequality.
4.7 The normal distribution: specific analysis and perspectives.
4.8 General random variables.  Mixed random variables.

4.4.Course planning and calendar

Further information concerning the timetable, classroom, office hours, assessment dates and other details regarding this
course will be provided on the first day of class or please refer to the Faculty of Sciences website and Moodle.
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