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Abstract

This thesis brings some contributions to one of the most active research areas in computer
vision: the analysis of human body pose from monocular images. It has a broad range of
potential applications in different fields such as human computer interfaces (gaming), safety
(surveillance, biometrics) and biomedical (sport, motion analysis). Exemplar based techniques
have been very successful for human body pose analysis. However, their accuracy strongly
depends on the similarity of both camera viewing angle and scene properties between training
and testing images. Given a typical training dataset captured from a small number of fixed
cameras parallel to the ground, three types of testing environments with increasing level of
difficulty have been identified and studied in this thesis: 1) a static camera with a similar
viewing angle observing only one individual, 2) a fixed surveillance camera with a considerably
different viewing angle and multiple targets and 3) a moving camera sequence or just a single
static image of an unknown scene.

Each environment raises different problems that we have considered separately. Therefore,
we have structured the thesis in three main parts corresponding to these three testing conditions.
In the first part, we use a common static background subtraction algorithm to perform
foreground detection and propose a model-based approach associating the body pose and the 2D
silhouette to jointly segment and recover the pose of the subject observed in the scene. To cope
with viewpoint and out-of plane rotation, local spatio-temporal models corresponding to several
views and steps of the same action are trained, concatenated and sorted in a global framework.
Temporal and spatial constraints are then considered to select the most probable models at each
time step. The experiments carried out on indoor and outdoor sequences have demonstrated
the ability of this approach to adequately segment walking pedestrians and estimate their poses
independently of the direction of motion.

In the second part, we present a methodology for view-invariant monocular 3D body pose
tracking in man-made environments. First, we model 3D body poses and camera viewpoint with
a low dimensional manifold and learn a generative model of the silhouette from this manifold
to the training views. During the online stage, 3D body poses are tracked using a recursive
Bayesian sampling conducted jointly over the scene’s ground plane and the pose-viewpoint
manifold. For each sample, the homography relating training plane to the image points is
calculated using the dominant 3D directions of the scene and used to project the regressed
silhouette in the image in order to estimate its likelihood. In our experimental evaluation,
we demonstrate the significant improvements of this homographic matching over a commonly
used similarity transformation and provide quantitative 3D pose tracking results for monocular
sequences with high perspective effect.

In the third part, we address human detection and pose estimation by formulating it as a
classification problem. Our main contribution is a multi-class pose detector that uses the best
components of state-of-the-art classifiers including hierarchical trees, cascades of rejectors as
well as randomized forests. First, we define a set of classes by discretizing camera viewpoint and
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pose space. A bottom-up approach is then followed to build a hierarchical tree by recursively
clustering and merging the classes at each level. For each branch of this decision tree, we take
advantage of the alignment of training images to build a list of potentially discriminative HOG
(Histograms of Orientated Gradients) features. We then select the HOG blocks that show the
best rejection performances. We finally grow an ensemble of cascades by randomly sampling one
of these HOG-based rejectors at each branch of the tree. The resulting multi-class classifier is
then used to scan images in a sliding window scheme. Our approach, when compared to other
pose classifiers, gives fast and efficient detection performances with both fixed and moving
cameras as well as with static images. We present results using different publicly available
training and testing data sets.



Resumen

Esta tesis establece una serie de contribuciones en una de las lineas de investigacién mas
relevantes en el campo de la visién por computador: el andlisis de la postura del cuerpo humano
a partir de secuencias de imagenes adquiridas con una sola camara. Esta temadtica presenta
un amplio rango de potenciales aplicaciones entre las que se encuentran el desarrollo de nuevas
interfaces persona-computador (videojuegos), sistemas avanzados de seguridad (videovigilancia,
biometria) y aplicaciones biomédicas (andlisis deportivo, andlisis biomecédnico del movimiento
humano). Hasta la fecha, las técnicas basadas en patrones han tenido bastante éxito en
el andlisis de la postura humana. Sin embargo, su precision depende en gran medida de
la similitud del punto de vista de la camara y de las propiedades de la escena entre las
iméagenes de entrenamiento y las de prueba. Teniendo en cuenta un tipico conjunto de datos de
entrenamiento capturado mediante un nimero reducido de camaras fijas, todas ellas paralelas al
suelo, en esta tesis hemos identificado y analizado tres posibles escenarios con creciente nivel de
dificultad: 1) una cdmara fija paralela al suelo observando un unico individuo, 2) localizacién
y seguimiento de multiples sujetos mediante una camara de vigilancia fija con un dngulo de
visién considerablemente diferente al utilizado para capturar los datos de entrenamiento, y
3) una secuencia de video capturada con una cdmara en movimiento o simplemente una sola
imagen estatica de una escena desconocida.

Cada escenario plantea diferentes problemas que hemos considerado por separado. Por
ello, hemos estructurado la tesis en tres partes que corresponden a estos tres entornos de
prueba. En la primera parte, se utiliza un simple algoritmo de substracciéon respecto a un
fondo estatico para la deteccion del sujeto y se propone un modelo que asocia la postura 2D
del cuerpo y la silueta 2D para conseguir conjuntamente la segmentacién y la estimacion de la
postura del sujeto observado en la escena. Para hacer frente al problema del punto de vista de
la camara, y las posibles rotaciones de sujeto, se entrenan varios modelos espacio-temporales
locales correspondientes a varios puntos de vista y a los diferentes movimientos basicos de la
misma accién. Posteriormente, aplicamos un conjunto de restricciones temporales y espaciales
con objeto de seleccionar en cada instante los modelos mas probables. Los experimentos llevados
a cabo tanto en secuencias de interiores como de exteriores, han demostrado la capacidad de este
método para segmentar y estimar la postura de peatones independientemente de la direccién
del movimiento.

En la segunda parte de esta memoria, se presenta una metodologia para el seguimiento de
posturas 3D invariante al punto de vista de la cAmara en entornos creados por el hombre.
En primer lugar, se modela la postura 3D del cuerpo y el punto de vista de la cdmara
en un subespacio de proyeccion de reducidas dimensiones. Posteriormente, se obtiene un
modelo de la silueta a partir de este espacio, considerando los diferentes puntos de vista
de entrenamiento. Durante el procesamiento, se realiza un seguimiento de la postura 3D
mediante un muestreo bayesiano recursivo, considerando la localizacién del sujeto en el plano
del suelo de la escena, conjuntamente con este subespacio que asocia punto de vista y



postura. Para cada muestra, se calcula la homografia que relaciona el plano de entrenamiento
con los puntos de la imagen utilizando las direcciones 3D dominantes de la escena. Esta
homografia se utiliza para proyectar la silueta estimada en la imagen con el fin de estimar su
probabilidad de aparicién. Los resultados experimentales demuestran la mejoria significativa de
este emparejamiento homografico respecto a una transformacién de similaridad, comtinmente
empleada, proporcionando resultados cuantitativos de seguimiento de posturas 3D en secuencias
monoculares con efecto perspectivo.

En la tercera parte, abordamos al problema conjunto de deteccién de personas y estimacion
de su postura formuldndolo como un problema de clasificacién. La principal aportacién realizada
es un detector multi-clases que combina los mejores componentes de los clasificadores existentes,
incluyendo arboles jerarquicos, cascadas o bosques aleatorios. En primer lugar, definimos un
conjunto de clases discretizando el punto de vista de la cdmara y el espacio de posturas. A
continuacién, se construye un arbol jerarquico agrupando y fusionando de forma recursiva las
clases a cada nivel. Para cada rama de este arbol de decision aprovechamos el alineamiento de las
imagenes de entrenamiento para construir una lista de caracteristicas basadas en Histogramas
de Gradientes Orientados (HOGs) potencialmente discriminantes. Finalmente, creamos un
conjunto de cascadas mediante un muestreo aleatorio de estos HOGs en cada rama del arbol. El
clasificador multi-clases resultante se utiliza para escanear imégenes con una ventana deslizante.
En comparacién con otros clasificadores, nuestro enfoque permite una deteccién rapida y
eficiente con camaras fijas y moviles, asi como en imégenes estaticas. Todos los resultados
obtenidos se han llevado a cabo mediante el uso de bases de datos publicas tanto en la fase de
entrenamiento como de prueba.



Conclusiones

En esta tesis se han introducido varias técnicas y algoritmos que han resultado ser muy eficaces
para el andlisis de posturas en diferentes escenarios. Para cada uno de ellos, hemos seguido
una metodologia comun consistente en la revisién de trabajos anteriores, la justificacion y
descripcion de la metodologia propuesta y la evaluacién experimental.

En las siguientes secciones repasaremos las contribuciones y el trabajo realizado,
introduciendo las lineas futuras de investigacién que de él se desprenden. En esta tesis hemos
propuesto considerar un conjunto tipico de datos de entrenamiento capturado mediante un
numero reducido de camaras fijas, todas ellas paralelas al suelo. A continuacion, se han
identificado y analizado tres escenarios posibles con creciente nivel de dificultad: 1) una cdmara
estatica observando un unico individuo con un angulo de visién similar en todas las muestras de
entrenamiento y test, 2) localizacién y seguimiento de multiples sujetos mediante una cdmara de
vigilancia fija con un dngulo de visién considerablemente diferente al utilizado en el modelado
de la figura humana, y 3) una secuencia de video capturada con una cdmara en movimiento o
simplemente una sola imagen estatica de una escena desconocida.

A continuacién explicamos como hemos cumplido los objetivos fijados y presentamos las
soluciones alcanzadas. Posteriormente, analizaremos las principales aportaciones de cada una
de las partes en las que hemos estructurado esta tesis y presentaremos algunas de las posibles
lineas futuras de investigacién.

Objetivos Fijados y Soluciones Alcanzadas

Los principales objetivos de esta tesis son el analizar y encontrar soluciones a los problemas
de 1) el modelado de la postura humana y su apariencia, 2) la deteccién y localizacién de las
personas presentes en la escena y 3) el seguimiento del sujeto tanto en el espacio de postura
como de la imagen.

Modelado de la postura humana y de su apariencia

En esta tesis hemos seguido un método consistente en discretizar el punto de vista de la
camara alrededor del sujeto, considerando para el entrenamiento del modelo un conjunto de
vistas paralelas al suelo. Para ello, se ha escogido la base de datos MoBo, considerando en total
8 puntos de vista de entrenamiento, tres de los cuales se obtuvieron mediante la duplicacién de
los datos de vistas simétricamente opuestas. Con objeto de modelar conjuntamente el punto de
vista de la cAmara y la postura humana, hemos introducido en la primera parte de esta tesis una
transformacién de los datos de entrada a un nuevo subespacio con forma geométrica de toroide,
que ha sido empleado en posteriores capitulos. Esta representacién toroidal ha demostrado tener
también propiedades interesantes de visualizaciéon. En la segunda parte, hemos demostrado que
podemos aprovechar la geometria proyectiva cuando el eje de la cdmara no es paralelo al plano
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del suelo: la transformacién de similitud 2D habitual entre el plano de la imagen y el modelo
puede ser sustituido por una alineacién basada en homografia. Los resultados experimentales
han demostrado que la incorporaciéon de esta correccién de la perspectiva en un sistema de
seguimiento de posturas 3D, proporciona una mayor tasa de seguimiento y permite una mejor
estimacién de la postura del cuerpo con importantes variaciones del punto de vista.

Hemos considerado representaciones 2D y 3D para la postura humana que ha sido asociada
al descriptor de apariencia. En primer lugar, la pose 2D y la forma 2D de la silueta han sido
encapsulados en un modelo de distribucién de punto (PDM), permitiendo conjuntamente la
segmentacién y la estimacién de la postura del sujeto observado en la escena. Se ha tratado el
problema de la no linealidad ajustando un modelo multi-vista basado en mezcla de gaussianas
(GMM) al conjunto de datos de entrenamiento. Los modelos espacio-temporales 2D resultantes
han sido posteriormente ordenados sobre la superficie del Toroide.

Para el modelado de la postura 3D hemos considerado, en el capitulo 2, el andlisis de
componentes principales (PCA) para la reduccién de la dimensionalidad. Posteriormente, en el
capitulo 5, hemos empleado un método de aprendizaje més sofisticado para mapear, de forma
supervisada, el Toroide con las posturas 3D de entrenamiento y las siluetas correspondientes
a los puntos de vista de entrenamiento, utilizando regresores que se han entrenado mediante
una maquina de vectores de relevancia (RVM). Dado un punto en la superficie del Toroide, el
modelo resultante puede generar la postura y la silueta correspondientes.

En la tercera parte de la tesis, el Toroide ha sido utilizado para definir un conjunto de clases
discretizando su superficie. Cada clase se compone de imagenes de entrenamiento y posturas
2D y 3D asociadas. Hemos propuesto apoyarnos en la perfecta alineacién de las iméagenes
de entrenamiento para construir una jerarquia de clases. En cada rama de la jerarquia, el
algoritmo de entrenamiento permite seleccionar, de un espacio mucho mas grande, un pequeno
subconjunto de caracteristicas relevantes de la clase especifica considerada. Esto hace que este
planteamiento sea computacionalmente eficiente y escalable.

Deteccion y localizaciéon de las personas presentes en la escena

En las dos primeras partes de la tesis la deteccién de movimiento se ha realizado mediante
un algoritmo de sustraccién respecto al fondo, considerando que la cdmara no se mueve y se
dispone de un fondo estdtico. Mientras en la primera parte (capitulos 2 y 3), procesamos
unicamente videos con un solo sujeto, en la segunda parte (capitulos 4 y 5), hemos considerado
varios individuos y hemos utilizado la cabeza para detectar a las personas y resolver el problema
de oclusiones y desplazamiento en grupo.

En la tercera parte de la tesis hemos estudiado los casos donde el computo de una imagen
de fondo y, en consecuencia, la segmentacién de los sujetos no es trivial. Hemos examinado el
problema de la simultdnea detecciéon de la persona y la estimacién de su postura. Hemos
seguido un enfoque basado en una ventana deslizante para localizar y clasificar posturas
humanas mediante un réapido clasificador multi-clase, que utiliza caracteristicas de bordes para
clasificar cada ventana testeada. Para representar dicha informacién de bordes se han elegido los
descriptores HOG (histogramas de gradientes orientados) . El clasificador propuesto combina
los mejores componentes de otros clasificadores ya existentes, tales como: arboles jerdrquicos,
cascadas o bosques aleatorios. Los clasificadores en cascada estdn especificamente disenados
para rechazar rapidamente una gran mayoria de candidatos negativos y centrarse en las regiones
més prometedoras. Merced a esta propiedad hemos entrenado un conjunto de jerarquias de
cascadas. Ademads, por muestreo aleatorio de estas caracteristicas cada cascada utiliza diferentes
conjuntos de caracteristicas para votar, lo que anade cierta robustez al ruido y ayuda a prevenir
el sobre-aprendizaje. La aleatorizacién y seleccion del nimero de cascadas pueden realizarse on-
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line sin ningun coste extra, por lo tanto, la clasificacién de cada ventana puede realizarse con un
conjunto diferente de cascadas. Este esquema de clasificacién adaptable permite una aceleracién
considerable y una deteccién de posturas ain mas eficiente que simplemente utilizando el mismo
conjunto de tamano fijo sobre toda la imagen. Cada cascada puede votar por una o més clases
por lo que el conjunto genera una distribucién que puede ser 1til para resolver ambigiiedades
entre posturas.

Seguimiento de personas

En esta tesis hemos abordado tanto el problema de seguimiento del sujeto en la imagen,
como el del seguimiento en el espacio de posturas.

La versién discretizada del Toroide ha sido empleada para limitar el espacio de modelos
plausibles en el capitulo 3 o las clases plausibles en el capitulo 7, mediante simples restricciones
espacio-temporales. La versiéon continua del Toroide ha sido utilizada en el capitulo 5 para
muestrear posibles candidatos de postura-vista sobre la superficie del espacio basado en el
filtro de particulas. Este ultimo método ha demostrado ser mas robusto a la hora de resolver
ambigliedades en la postura, ya que permite mantener multiples hipdtesis a lo largo del tiempo.

El seguimiento en la imagen se ha realizado mediante un simple filtro de Kalman sobre la
posicién en la imagen, la escala y el angulo en el capitulo 3 y capitulo 7, con casos faciles
donde sélo un sujeto es seguido. En la segunda parte de esta tesis, el problema ha sido
simplificado mediante la introduccién de la calibracién de la cdAmara respecto a la escena ya que
el seguimiento se aplica en el plano del suelo, explorando asi un espacio 2D en lugar de un espacio
de 4 dimensiones (posicién, escala y dngulo). En el capitulo 5, hemos propuesto un sistema
eficiente de filtro de particulas para seguimiento de posturas 3D en escenas de video vigilancia
calibradas: el seguimiento se realizé conjuntamente en el plano del suelo y en la superficie de
este subespacio Toroide que asocia punto de vista y postura. Asi, sélo cuatro dimensiones
necesitan ser exploradas para realizar el seguimiento de posturas de personas caminando en el
espacio 3D.

Aportaciones y Lineas Futuras de Investigacion

A continuacién, vamos a resumir las principales aportaciones de cada seccién de la tesis y
enumerar algunas de las posibles lineas futuras de investigacion.

Parte I: estimacién de la postura de un tinico individuo con una camara
estatica paralela al suelo

En la primera parte de la tesis hemos presentado un conjunto de modelos 2D espacio-
temporales para andlisis de movimiento humano. Para hacer frente a la restricciéon respecto
al punto de vista, se han entrenado diferentes modelos locales 2D espacio-temporales
correspondientes a varias vistas de la misma secuencia. Posteriormente, se han concatenado
todos ellos ordendndolos en un espacio global. Al procesar una secuencia se han considerado
las limitaciones temporales y espaciales para construir la matriz de transiciéon probabilistica
(PTM) que da la prediccién de un fotograma a otro de los modelos més probables del conjunto.
Los experimentos llevados a cabo en secuencias tanto de interiores como de exteriores, han
demostrado la capacidad de este método para segmentar y estimar la postura de peatones,
independientemente de la direccién del movimiento. También han demostrado que el método
responde muy adecuadamente a cualquier cambio de direcciéon durante la secuencia.
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A pesar de que ha sido probado tunicamente con el movimiento de andar, el enfoque
presentado es genérico y puede aplicarse a cualquier otra accién. Para ello, seria necesario
disponer de una base de datos mas amplia, con mas movimientos y mediante un modelo grafico
3D se podria sintetizar automéaticamente un conjunto de entrenamiento de representaciones
2D y 3D. En esta tesis se ha proporcionado una forma de transicién entre varias vistas de una
misma accién. De igual modo, podrian considerarse transiciones entre sub-espacios de diferentes
actividades.

Parte II: localizacion y seguimiento de miiltiples sujetos mediante una
camara de vigilancia fija

En la segunda parte de la tesis hemos combinado los mejores componentes de sistemas de
seguimiento de posturas humanas y nos hemos aprovechado de la geometria proyectiva para
desarrollar, en escenas calibradas de vigilancia, un eficiente sistema de seguimiento de posturas
3D basado en el filtro de particulas . Por medio de la geometria proyectiva hemos reemplazado
la transformaciéon de similitud 2D, comunmente empleada para relacionar los planos de la
imagen y del modelo, por una alineacién basada en homografia. Asimismo, hemos propuesto
un eficiente calculo de la probabilidad de aparicién de cada particula basandonos tinicamente
en los bordes de la imagen y la sustraccion respecto al fondo, resultando en un emparejamiento
rapido de la silueta humana. También hemos introducido un nuevo estimador de Estado a partir
del conjunto de particulas. La eficiencia de nuestro algoritmo ha sido demostrada mediante el
procesamiento de un conjunto de videos de vigilancia particularmente dificiles presentando
una evaluacién numérica para 2784 posturas manualmente etiquetadas que serdan puestas a
disposicion de la comunidad cientifica para futuras investigaciones. Los experimentos muestran
que nuestro sistema es capaz de seguir correctamente varios peatones y estimar sus posturas
3D en casos de movimiento en grupo, con oclusiones y sombras.

Como trabajo futuro planteamos las siguientes lineas:

1. Una vez calibrada la caAmara respecto a la escena, la cdmara no puede moverse, lo que
supone una limitacién de la propuesta. Se podria considerar un método automaético
de deteccién de los puntos de fuga que permitiera calcular las homografias de forma
completamente automatica.

2. Para tratar el tema del seguimiento de multiples sujetos interactuando hemos reponderado
y reducido la influencia de las muestras usando un simple enfoque de ocupacién 3D, que
ha demostrado ser eficaz con los videos procesados en esta tesis. El problema del tema
del seguimiento de multiples sujetos en situaciones més complejas no entraba dentro de
los objetivos de esta tesis y el uso de un filtro para varios objetos o un modelado més
adecuado de las interacciones se plantean como trabajo futuro.

3. Atn que todos los experimentos son especificos para la actividad de caminar (debido a la
mayor disponibilidad conjuntos de datos de entrenamiento y evaluacién), nuestro sistema
es suficientemente general para extenderse a otras actividades. La baja dimensionalidad
del espacio de busqueda, combinada con un limitado nimero de vistas de entrenamiento,
hacen que nuestro trabajo sea facilmente ampliable a més acciones y hace mas factible el
desarrollo de software de reconocimiento de actividades para aplicaciones de vigilancia
reales. Para diferentes acciones podria aprenderse un modelo de baja dimension,
utilizando un mapeo para modelar las conmutaciones entre actividades.

4. De cara a encontrar la solucién 6ptima en cada instante de tiempo en un modelo basado en
el filtro de particulas, se podrian emplear técnicas de busqueda por gradiente o un estudio
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mas complejo de la distribucién posterior. La adaptacion de nuestro método proyectivo
para entornos no-calibrados ofrece otra linea interesante para futuras investigaciones.

Parte III: localizacién y estimacién de posturas en secuencia de video
capturada con una camara en movimiento o simplemente en una sola
imagen estatica

En la tercera parte de esta tesis, hemos abordado el problema conjunto de deteccién de
personas y estimacion de su postura formuldndolo como un problema de clasificacion. Hemos
seguido una técnica de ventana deslizante para localizar y clasificar posturas humanas mediante
un rapido clasificador multi-clase que combina los mejores componentes de clasificadores
existentes incluyendo arboles jerarquicos, cascadas o bosques aleatorios.

Hemos validado nuestro método con una evaluacion numeérica para 3 niveles diferentes de
analisis: deteccion y localizacién de personas en imégenes, clasificacion de posturas humanas
y estimacién de la postura (con localizacién de las articulaciones del cuerpo). Si el espacio de
biisqueda (ubicacién en la imagen y escala) puede reducirse, por ejemplo, usando un algoritmo
de seguimiento o limitando la distancia a la cdmara en una interfaz hombre-maquina, nuestro
método puede actuar en tiempo real.

Para mejorar el algoritmo planteamos varias alternativas:

1. El método actual de selecciéon de caracteristicas requiere una gran cantidad de imégenes
de entrenamiento alineadas. El trabajo futuro debe centrarse en desarrollar un algoritmo
de aprendizaje que pueda manejar imégenes débilmente etiquetadas o pequenos conjuntos
de entrenamiento.

2. Una implementacién computacionalmente eficiente del descriptor HOG, utilizando por
ejemplo una implementacion para GPUs, podria acelerar la deteccién atin maés.

3. Nuestro algoritmo busca una distribucién sobre las clases, una direccién interesante de
trabajo futuro seria combinar esta busqueda con algin tipo de regresiéon con objeto
de encontrar un método computacionalmente eficiente y mads preciso en términos de
estimacién de postura.

4. Finalmente, este trabajo abre varias otras lineas interesantes de trabajo futuro:
por ejemplo, se podria intentar combinar diferentes tipos de caracteristicas (color,
profundidad, etc.) dentro de nuestro clasificador, extender el algoritmo para una més
amplia gama de posturas y acciones o aplicar el algoritmo a otros problemas mas generales
de aprendizaje automaético.
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Introduction

“Computer vision is the science
and technology of machines that
see.”

Computer vision refers to a recent but broad field of research whose goal is to make the
computers understand what they see. At the crossroads between computer sciences, electrical
engineering and mathematics, it is closely related to other research areas such as pattern
recognition or machine learning, and can be seen as a branch of the Artificial Intelligence
(AI) field.

The main concern of computer vision is to address the theory and technology for building
artificial systems that can obtain information from images. The frames of a video sequence,
the views from several cameras, or the multi-dimensional information from a medical scanner
are some examples of the multiple forms that image data can take.

Over the last decades, the rapid progresses in imaging sensor technologies, the advances in
data storage and transmission, and the exponential growth of computational power have all
contributed to convert video into an ubiquitous and unavoidable media in modern life. The
increasing quantity of available data has led to the recent interest for computer vision because of
the possibilities offered by automatic video analysis. Indeed, computer vision systems should be
able to automatically and quickly extract information from an image, or a sequence of images,
and generate a description of the objects and actions observed in the scene.

Among all the possible objects observable in a video sequence, humans are of special interest
since they play a major role in many activities. The part of computer vision dedicated to
humans is usually known as human motion analysis. It intends to extract information such like
presence/absence, position, posture, behaviors or activities from a single or multiple images.
The monocular analysis of human motion presents a wide range of potential applications and
is consequently one of the most active research areas in the field.

1.1 Human Pose Analysis and its Applications

Full-body human pose analysis from monocular images constitutes one of the fundamental
problems in Computer Vision as shown by the recent special issue of the International Journal
of Computer Vision [ , ]. It has a wide range of potential applications which
can be classified into 3 main categories: surveillance, control and analysis.
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1.1.1 Surveillance Applications

Surveillance applications are certainly the first applications that come to mind when talking
about human motion analysis. In recent years, the number of cameras deployed for surveillance
and safety in urban environments, such as streets, airports, subways, train stations or
commercial center, has increased considerably. The main reasons are the potential terrorist
menaces and, certainly, their falling cost.

While a constant and effective human monitoring of these numerous cameras seems difficult
to achieve, automatic video understanding systems could enable a single operator to monitor
many cameras and control wide areas more reliably. Such applications could, for instance,
detect abnormal activities (fights, thefts or left-luggage) and provide timely alarm. They
could also help to track eventual suspects, count people or analyze crowd flow. Some people
even proposed to use gait analysis as biometric for people identification. A computer vision
application can be considered to automate the acquisition and analysis of consumer shopping
behavior in commercial centers. Taking full advantage of these video-surveillance networks,
the processing of hours and hours of consumer behavior could provide a valuable feedback to
the retailers with scarcely any additional costs. Finally, some researchers have been working
on home care applications for elderly people. Population aging in developed countries causes
changes in living arrangements resulting in increasing number of older people living alone. Yet
vision-based home care systems have tended to focus on those elderly living alone, the main
goal being to detect abnormal situations - mainly fall detection - and call for assistance when
required. As the reader will notice soon, this last example provides a good transition with the
next category of applications.
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Figure 1.1: Surveillance applications: (upperleft) results from research project ADVISOR (Annotated Digital
Video for Surveillance and Optimised Retrieval) in which is developed an integrated visual surveillance and
behaviour analysis system based on the people tracker from [Baumberg, 1995]. (upper right) Multi-camera
surveillance system in a shop. (bottorm) A camera system for fall detection of elderly people living alone in their
own private homes (image source: http://www.mobilab-khk.be).
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1.1.2 Control Applications

These applications refer to the Human-Computer Interfaces, or Human-Computer Interaction
(HCI), where the user interacts with a machine and controls it through particular gestures
and movements. Video-games like EyeToy' or Kinect? and virtual reality are some of the few
examples that one can encounter nowadays but new paradigms for interacting with computers
are being investigated. They will enable in the future to communicate and interact effortlessly
and intuitively with the machines.

To interact seamlessly with people, HCI systems will need to understand their environment
through vision and auditory sensors, and should learn how to adapt themselves and intelligently
respond depending on the context. One can remember the HAL 9000 Computer, the non-human
and central character in the futuristic film by Stanley Kubrick and Arthur C. Clarke - 2001:
A Space Odyssey. Its purpose is to watch over the space craft “Discovery I” by controlling all
of the relevant ship’s functions and by monitoring each event happening on the ship. HAL is
able to localize the craft’s members, identify them, know their emotions and recognize their
activities. This constitutes a good example of what an Intelligent Environment could be even
if, in this case, perhaps HAL becomes a bit too smart...

Figure 1.2: Human-Computer Interfaces: (upper left) Sony Eyetoy video game. (upper right) Family playing
a MicroSoft Kinect video game. (bottom left) Example of a human computer interface using gesture recognition
in the science fiction movie Minority Report. (bottom right) Virtual reality application.

1Sony’s EyeToy is a small digital camera that sits on top of the TV and plugs into the Sony’s PlayStation.
The motion sensitive camera films the player as he stands in front of his TV, putting his image on screen in the
middle of the action. The player can then use any part of his body to play the games.

2 Microsoft Kinect, released in late 2010, is an interactive game which can track the joints of up to two people
simultaneously using a 3D time-of-flight camera.
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1.1.3 Analysis Applications

This part basically regroups all the applications that do not belong to any of the previous
two categories. First, there are a non-negligible number of existing applications which require
motion capture data 3. These applications include gait analysis and diagnostic of orthopedic
patients, study of athletes’s movements and performances, or character animation and special
effect making for the film industry. Until now, the estimation of the motion has been performed
by motion capture systems that provide the 3D position/orientation of a set of markers using
mechanical, electro-magnetic, acoustic or optical features. One can easily imagine how these
applications could perform, in a similar way, using motion capture data from computer vision
systems. Such video-based marker-less systems would present the advantage to be much cheaper
and less invasive than the current marker based ones. Moreover, no specific hardware would be
required since video from ordinary cameras could be used as input.

Some “content-based” applications also appear in this same category. They basically
require the extraction and interpretation of the information present in the images for
later processes. Automatic video annotation/indexing for fast content-based retrieval and
image/video compression for efficient data storage and transmission are some clear examples.

Finally, research is being done by the car industry for safety applications: inside the car,
by controlling the driver behaviors (sleeping detection, attention control or hand position on
the steering wheel), and outside the car to prevent eventual accidents by detecting pedestrians
crossing the street.

Thiai 30748 104020 AN 11
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Figure 1.3: Pose analysis applications: (upper left) Diagnostic of an orthopedic patient with an optical motion
capture system. (upper center) Performance analysis in golf. (upper right) Character animation. (bottom left)
Sport event analysis (image source: http://www.cs.ubc.ca) (bottom right) Automatic video annotation.

3Motion capture is the process of recording real life movement of a subject and converting it into usable
mathematical terms by tracking a number of key points in 3D space over time.
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1.2 The Problem and its Difficulties

As well as presenting a wide spectrum of potential applications, the monocular analysis of
human motion also constitutes one of the fundamental but unsolved problems of computer
vision. Even if great advances have been achieved with the recently released MicroSoft Kinect,
it is still an open problem as this videogame assumes a front-facing subject at a restricted
distance from the TV. Moreover, the use of a 3D time-of-flight camera makes the system very
sensitive to adverse lighting conditions.

In this thesis, we focus on monocular sequences captured by a standard 2D video camera.
By restricting the problem to a monocular observation - supposing that only one camera view
is available - we make it more attractive both in terms of research and development. Indeed,
extracting 3D information from 2D data is a challenging theme of research while, for practical
consideration, it is often the case where only a single camera is available.

In this section, a brief overview of the problem will be given as well as a detailed description
of the involved difficulties.

1.2.1 The Problem

The problem addressed in this thesis is the consecutive detection, pose estimation and tracking
of humans in monocular sequences, letting for future work the eventual recognition and
interpretation of the observed activities.

The first step in almost every system of vision-based human motion analysis is the human
detection. It aims at localizing the possible humans present in the scene. The goal of the
segmentation step is to extract the regions corresponding to detected people from the rest of
the image. These two first steps can be associated in a foreground segmentation algorithm that
basically detects the region belonging to some eventual moving objects. The pose estimation
task then relies on recovering the joints position (or angles) from image features while the
tracking stage brings some temporal consistency by establishing coherent relations between
consecutive frames of a video sequence. Location in the image, position on a map or even the
posture of the observed subject are some possible features that can be tracked over time. When
an estimation can not be made robustly from direct evaluation of image features (e.g. noisy
measurement), the tracking stage can help to solve pose ambiguities by using the estimates
from the previous frames.

Although the work is focused on sequence processing, the frames are considered to be
available one at a time, in contrast to batch approaches that estimate human state at any given
time using all the available images, prior and posterior to that time step. Such hypothesis
constrains the tracking in some sense but allows a real-time implementation of the algorithms.

In | , ], the author divides the human body analysis into 3 sub-categories depending
on the relative distance between camera and subject. It is in fact relative to the size of the
humans in the image and the quantity of information available. The three sub-categories are
far, medium and near fields. In this thesis, only an extended medium field will be considered.
Depending on the application, i.e. typical video-surveillance or motion capture scenario, the
full body of the observed humans will be from 30 to 300 pixels tall. Obviously, the expected
accuracy in terms of segmentation, pose estimation or tracking will strongly depends on the
application and the available image resolution.

1.2.2 The Difficulties

The monocular analysis of human motion involves a series of difficulties that are listed and
discussed below. Some are due to the hypothesis of a monocular observation, others are inherent
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to the problem of observing a human and others are somehow generic to any vision-based
problem.

2D-3D Projection and Depth Information: the projection of the 3D world into a 2D
image suppresses the depth information. This is one of the fundamental problem of computer
vision. Part of the problem can be solved by considering various camera views adequately
located. In monocular case, the depth information lost during the 2D projection must be
replaced by learned knowledge information about the 3D scene and the objects (their shape,
structure and dynamics). Indeed, when a human looks at a 2D picture or only sees with one
eye, he/she is still able to interpret the scene and recognize millions of objects and can even
accurately estimate their 3D position and 3D pose from this 2D projection. This is made possible
thanks to the learned knowledge his/her brain has accumulated over the years. As stated in
[ , ], providing a similar knowledge of a small subset of objects to a computer is the
premise of model based vision.

High Variability in Shape, Appearance and Pose: because of its articulated nature,
the human body can take a very high number of different poses that directly introduce a high
variability in people shape and appearance. The considerable variability of both shape and
appearance observable in images also results from other parameters that must be taken into
account:

e shape and appearance may vary dramatically from person to person, depending on the
morphology (short vs tall, fat vs slim) and clothing type (loose vs fitted clothes, dress
vs pants).

e shape and appearance of a same subject can also vary over time because of clothing and
illumination changes.

e finally, the shape and appearance of a same subject in the same pose usually present some
remarkable differences when observed from different camera viewpoints.

Dimensionality. Human motion analysis, and more particularly human pose estimation
and tracking, raises the problem of what really needs to be estimated. What is the optimum
representation of a human body that a computer can learn and accurately estimate? The
simplest 3D modeling of the human body relies on representing the limbs as rigid elements
connected to each other at the joints that are then parameterized by their angles or 3D position.
Such limited representation explains reasonably well the human motion but in any case allows
to recover the real flexibility of the body. Even so, it still requires a minimum of 30 parameters!

The previous remark means that pose estimation has to be computed in a parameter space
whose dimension is equal or higher than 30. Additionally, the previously emphasized high
variability in shape and appearance introduces more complexity in modeling and estimation that
rapidly make the problem computationally unsolvable. Some compromises must be made when
representing the human body - appearance, pose and shape - to balance modeling complexity
and computational feasibility.

Non-linearity. As demonstrated before, a feature space resulting from human pose, shape
and/or appearance would present an extremely high dimensionality. It would also show a
relatively high nonlinearity, mainly caused by the complex rotational deformations inherent to
the articulated structure of the human body. In such conditions, modeling, estimation and
tracking are much more challenging than with a linear problem.

Occlusions are most of the time a direct consequence of the monocular observation. Two
types of occlusions may occur along a sequence. The first ones correspond to the occlusions of
the observed subject, complete or local, provoked by some other elements of the scene that are
located between the subject and the camera. Such occluding objects can be immobile - a wall,
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a tree or a post - or mobile, like a moving vehicle, an interacting subject or a simple passer by.
The second category of occlusions refers to the self-occlusions. Frequently observed, they are
inherent to the articulated nature of the human body. In those cases, some parts of the body
are basically not visible in the image because they are occluded by some other parts of the
body itself. Note that, additionally, permanent occlusions can be due to the type of clothes the
observed subject is wearing: for instance, one can easily imagine how the legs can be hidden by
a long coat or a long dress. Once more, thanks to the learned knowledge about human body
shape and structure, model based vision should be able to solve part of the occlusion issue.

Image clutter, shadows and motion blur can be seen as the noise introduced by the
environment settings, respectively the background, the lighting sources and the camera type.

First, image clutter refers to the distracting objects and structures in the background that
can present some similarities with part of the subject in terms of shape or appearance. For
instance, the position and pose of the subject’s legs would be much more difficult to estimate
if the color of the pants is similar to the color of the background or if there is an object with
a similar shape. Those distracters can introduce uncertainty during the different steps of the
motion analysis process.

Cast shadows, reflections or lighting changes are some of the possible artifacts that the
lighting conditions can provoke. They can be interpreted as moving objects and can also
distract the algorithms from their target.

Finally, motion blur appears when the shutter time of the camera is too long compared
to the velocity of the captured motion. It introduces an additional difficulty when analyzing
relatively fast motions.

In controlled environment, the different noise effects described before can be minimized by
selecting an adequate background (cf blue screening technique employed by the film industry
4), some optimal light sources and a camera adapted to the problem. In that case, the problem
is substantially easier to solve since the researchers can focus their efforts on the remaining
difficulties. But when the environment is imposed and not controlled by the operator or user,
as in many video-surveillance or video game scenarios, some vision based solutions must be
found to deal with the resulting noise.

1.3 State of the Art

The large number of related papers in journals and conferences, the number of special issues
in journals and the numerous workshops dedicated to human motion capture and analysis
demonstrate that it is a very active area of research in computer vision.

In this thesis, various different aspects of the human pose analysis will be dealt with and
our work is closely related to several very active lines of research in human motion analysis
such as shape-based analysis (part I and IT), view-invariant understanding (part IT), monocular
3D body pose tracking (part IT), human detection, tracking-by-detection (part III). There has
been a significant number of interesting papers dedicated to each one of them. Listing and
explaining in this chapter all these publications would not be very useful to the reader.

Instead, we will give now a brief overview of the current state of the art, explaining only
the few main methodologies for each step of the human motion capture and pose analysis. We
will present the global strategies, their advantages and drawbacks, and group the efforts that
consider similar underlying assumptions. Then, at the beginning of each chapter, a short but
detailed section will be dedicated to the previous works directly related to the line of research

4Blue-screening is the process of removing blue from a scene. An actor stands in front of a blue background.
Then the blue is replaced with another scene or picture.
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investigated in that chapter. In this way, we aim at helping shed light on previous research,
topic by topic, as well as positioning our own work in the context of related approaches.
Readers interested in seeing an extensive description of all the different relevant works
dedicated to human motion capture and analysis are invited to read the numerous review
papers including [ , , , , , ,
, , , ] or the recent book by | , ].

1.3.1 Detection

As mentioned above, the detection stage aims at localizing the possible humans present in the
scene. A reliable and robust detection is essential since all the following steps strictly depend
on it. An efficient human detector is very helpful for providing reliable inputs to both tracking
and pose estimation algorithms. Indeed, it makes plausible the numerous pose estimation works
which just consider that the bounding box of the subject is provided. In our opinion, most of
the human detection techniques can be grouped into two main categories. In the first class,
we can find the techniques that separate the foreground from the background and classify the
resulting detected objects as human or non-human. The other principal category corresponds
to the approaches which basically extract multiple windows of pixels from the image (varying
location, scale and eventually rotation) and classify them as human or not.

1.3.1.1 Foreground Detection and Classification

Many previous works proposed to use a foreground segmentation and object classification to
detect eventual humans in the scene. | , , , ,
, , | are some few examples.

Most of the time, a background model is used to estimate the foreground regions: pixels that
do not correspond to the background model are considered as foreground. The resulting “blobs”
are then classified as human or not, based on different criterions, mainly their size and shape.
This method consequently supposes that the scene and the possible size of the humans in the
image are known. In controlled environment, this method provides a very good estimation of
the human segmentation. Moreover, because of its relative ease of implementation and its quick
computation time, it is usually preferred for real-time applications such as video-surveillance
or gaming (Eyetoy). Even so, this method suffers from serious drawbacks. First of all, it is
extremely sensitive to illumination artifacts like shadows, lighting changes and reflections. It
also requires a fixed camera and is not directly applicable to moving camera applications (or
static isolated images). Finally, the binary classification alone - background vs foreground - is
not always a sufficient feature for solving partial occlusions between multiple moving objects.
In other words, when two subjects are too close, their segmentations are merged into a unique
“blob” that can be difficult to analyze.

1.3.1.2 Scanning for Humans

There is an extensive and recent literature on this second type of human detection, including

[ ) ) ) ) ) ) ) )

) ) 9 ) ) ) ) )

, , ]. These methodb usually scan the image,
classﬂ’ymg each extracted box as human or non-human based on a learnt knowledge of the
human appearance. Sometimes, a coarse to fine search is considered to run the algorithm in
real time as in | , ]. These cited works mainly focus on pedestrian detection, i.e.
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standing and walking people. Recently, Zhang et al proposed in | ] a novel
model-based approach to detect humans performing different activities and shovvlng complex
postures.

All these detection techniques present some non-negligible advantages. For instance, they
can work with isolated images as well as with sequences and do not require any previous
knowledge about the scene. They can also work with moving cameras | , ]
or with a camera mounted on a moving vehicle | , ]. Even if recent work has focused
on training these classifiers with weakly labelled data, their main drawback is the large data
sets of manually labelled images that are needed to train them. Additionally, complex and long
learning phases are usually required to select the relevant features that will allow to discriminate
humans from cluttered background. Another drawback is that these techniques need to be
very quick as they usually have to classify thousands of windows for each classified image. In
[ , ], Gavrila presents a probabilistic approach to hierarchical, exemplar-based shape
matching. This method achieves a very good detection rate and real time performance.

1.3.2 Pose Estimation

There are hundreds of papers dedicated to human pose estimation and motion capture, but
there are basically two main strategies: methods which employ a datase of training exemplars,
i.e. training images and the corresponding 2D /3D poses, and approaches that use a hand-made
kinematic model of the human body.

1.3.2.1 Kinematic Models

Many efficient systems are based on the use of a model which is, most of the time, a
representation of the human body. The selection of the appropriate model is a critical issue
and the use of an explicit body model is not simple, given the numerous degrees of freedom
(DOF) of the human body.

Kinematic Models attempt to describe the human body structure as a kinematic chain of
segments (the limbs) connected by joints, each joint being parameterized by a series of degrees
of freedom (translation or rotation). These models can be represented in 2D or 3D. To match
the pose with the image, the individual limbs have been modelled as layered patches in the
2D image plane | , , , , ],
or in the 3D world as stick ﬁgure [ , |, cylinders | , ,

, , , ], truncated cones [ , , ,
], superquadrics | , , , ] or individually
deformable shape models | , , , ].

In all these works, the authors make use of generative models for pose tracking, modeling
the human kinematics more than the human appearance. Those methods do not explain the
image evidence and do not always fit the image accurately which sometimes causes artifacts on
joints estimation. Nowadays, exemplar based approaches are usually considered as they better
represent the appearance of the human and closer match to image observation than kinematic
models alone.

1.3.2.2 Exemplar based approaches

Exemplar-based approaches have been very successful for human pose estimation and tracking.
Some consist of comparing the observed image with a data base of stored samples as in
[ , , , , , ]. In some other cases,
the training examples are used to learn a mapping between image feature space and 3D pose
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Figure 1.4: Examples of human pose and appearance modeling: (from left to right) 3D stick figure from
[ , ], 2D shape and 3D skeletal structure PDM from | R |, articulated 2D shape from
[ , ], 3D truncated cones from [ , ], superquadrics from |

, ] and 3D mesh model from [ , ]

space [ , , , , , ,

, ]. Such mappings can be used in a bottomn-up discriminative way | ,

] to directly infer a pose from an appearance descriptor or in a top-down generative manner
[ , ] through a framework (e.g. a particle filter) where pose hypotheses are
made and their appearances aligned with the image to evaluate the corresponding observation
likelihood or cost function. The exemplars can also be used to train multi-class pose classifiers
[ , , , | or part-based detectors [ , ,
) ) ) ) ) ) ) ]
that are later employed to scan images.

Nearest Neighbor Search techniques have been very successful for pose recognition. This
method consists in comparing the observed image with a data base of samples as in |

, , , , ] and
find the most snmlar exemplar in the tramlng set. However, in a scenario involving a wide
range of viewpoints and poses, a large number of exemplars would be required. As a result,
the computational time would be very high to recognize individual poses. One approach,
based on efficient nearest neighbors search using histogram of gradient features, addressed the
problem of quick retrieval in large set of exemplars by using Parameters Sensitive Hashing (PSH)
[ ], a variant of the original Locality Sensitive Hashing algorithm (LSH)
[ , ] The final pose estimate is produced by applying locally-weighted regression
to the neighbors found by PSH.

In | ) |, the authors show how Earth Movers Distance (EMD) and
Locality-Sensitive Hashing (LSH) can be used for quick contour-based shape retrievals. In
[ , ], an exemplar-based approach with dynamics is proposed for tracking
pedestrians. In | , ], the authors present a template-based pose detector
and solve the problem of large data set by detecting only human silhouette in a characteristic
postures (sideways opened-legs walking postures in this case). [ ] presents a
probabilistic approach to hierarchical shape matching. These last four works basically look
for the training human shape that best matches the input image but they do not infer any pose
representations. Similar to [ | in spirit, [ ] uses a hierarchical Bayesian
filter for real-time articulated hand tracking. Even if some techniques have been found for quick
retrieval, the main drawback of all these exemplars based methods remains the large amount
of memory needed to store the large data set.

Learning Based Approaches. Instead of storing and performing a nearest neighbor
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search for exemplars, [ ] use an efficient non-linear kernel-based
regression of joint angles against shape descriptor vectors to distill a large training database
into a compact model using a hopefully sparse subset of the exemplars learnt by the Relevance
Vector Machines (RVM). Their method has the main disadvantage that it is silhouette based
and that it can not model ambiguity in pose as the regression is uni-modal. Other earlier
learning based approaches consider a mapping from 2D image space to 3D pose space. For

example, [ ] used a hidden Markov model (HMM) to represent this mapping between
2D silhouettes and 3D poses while Rosales et al. [ ) ] learn a similar mapping
using neural network. Elgammal and Lee [ , | learn view-based activity

manifolds and subsequently, learn some mapping functions from these manifolds to both image
inputs and 3D poses. The manifolds then allow to infer the 3D body pose from silhouette for
specific actions and viewpoints. All these approaches have shown some very interesting results.
However, most of them rely on the presence of clean segmented silhouettes.

Other techniques learn a mapping from a different feature space to 3D pose space. For
instance, in | , ], the authors model this complex multi-valued mapping
between image observations and 3D poses with a mixture of experts models capable of
representing multimodal conditionals. All these learning based algorithms have shown some
very interesting results. However, most of them are trained to recognize specific poses for
specific camera viewpoints.

Part-based Detectors The individual body parts can be detected in a bottom-up way,
and then probabilistically assembled to estimate the 2D pose as in Ramanan’s works |

) ) ]. The poselet work of |
, ] presents a two—layer classification/regression model for detecting people and
localizing body components. The first layer consists of poselet classifiers trained to detect
local patterns in the image. The second layer combines the output of the classifiers in a max-
margin framework. Ferrari et al. | , ] use an upper-body detector to localize
a human in an image, find a rough segmentation using a foreground and background model
calculated using the detection window location, and then apply a pictorial structure model
[ ) ] in regions of interest. Such part-based methods are

another successful approach to simultaneous human detection and pose estimation |
, , , ]. Typically however they require

multlple cla851ﬁers or appearance models to represent each of the body parts.

1.3.3 Tracking

In the field of human motion analysis, the notion of tracking can refer to two different processes,
depending on the space where the tracking is applied. In both cases, the tracking aims at
establishing temporal correspondences between consecutive frames.

The first process is the tracking in the “image space” where the whole body’s location,
shape, size or the different body parts - in the image - are some of the possible parameters
that can be tracked over time. Note that if the homography that relates image coordinates
and coordinates on the ground plane is calculated, a tracking in the real world can be applied,
providing trajectories on the ground plane.

The second type of tracking is the process of inferring a pose at one time instant given
state information from previous time steps. This tracking is applied in the pose space and the
resulting temporal trajectories then define the different actions - series of consecutive postures
- such as walking, running, jumping, etc.

Relatively few papers tackle both problems together in real and complex environments such
as monocular video surveillance footages or crowded street scene |

, , , ]. The two types of tracking face dlfferent problems
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the first one must deal with occlusions, image clutter and multiple interacting subjects while
the second one has to tackle with the dimensionality and non-linearity of the state space. In
the last years, multiple hypotheses tracking have been introduced to mitigate accumulation of
error and ambiguities with both types of tracking, while learnt models of human motion have
been proposed to constrain the search in high-dimensional pose spaces.

1.3.3.1 Multiple Hypotheses Tracking

Single hypothesis tracking algorithms, such as the early Kalman filter | , ], have
been widely used for linear tracking. Unfortunately, they are restricted to unimodal probability
distributions of the state parameter. Consequently, they badly perform in complex and
ambiguous cases, such as tracking with the presence of occlusions and cluttered background,
or pose tracking with severe self-occlusions ambiguities and non-linear motions. Maintaining
multiple hypotheses over time has appeared as an effective solution to overcome those problems.
In sampling-based approaches (particle filtering or Condensation | , 1), a
number of particles is propagated in time using a model of dynamics. Each particle is assigned
a weight, known as importance weight, that is updated according to a cost function.

A well known disadvantage of particle filtering methods for pose tracking is that they are
typically very slow. This is mainly due to the fact that the number of required particles grows
up exponentially as the number of dimensions of parameters spaces does. Unfortunately, fewer
samples decrease the performance of the filters. To overcome this problem, different modified
particle filters have been developed for search in high dimensional configuration spaces. For
example, the annealed particle filter from Deutscher et al | , ,

, ] and the Covariance Scale Sampling from Sminchisescu and Triggs |
, | are two methods that have been introduced to guide the particles. MacCormick
and Isard proposed in [ , ] to partition the pose space into lower
dimensional subspaces.

1.3.3.2 Human Motion Models

As mentioned before, pose tracking is computationally difficult because of the high
dimensionality of the involved space. Researches have investigated the use of learnt models
of human motion to constraint the search in state space by providing strong priors on motion

[ ) ) ) ) ) ) ) Y ]‘

In | , ], Sidenbladh et al. combine stochastic sampling with a strong
learned prior of walking. An exemplar-based approach is used where a database of motion
capture examples is indexed to obtain possible movement directions. They retrieve motion
samples and use their dynamics to propagate the particles. In [ , ], the authors
propose a similar method but consider physical motion constraints to restrict the propagation
of the particles. [ ] explore an approach to 3D people tracking with learned
motion models and deterministic optimization.

Recent approaches have focused on the problem of dimensionality reduction for pose tracking
and propose to use low dimensional embedding of human motion data like Gaussian process
latent variable model (GPLVM) | , , , , ,

], Locally Linear Embedding (LLE) [ , | or supervised manifold learning

[ ) ) ? ] °
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1.4 Goals and Hypotheses

The goal of this thesis is to analyze the human pose in realistic scenarios with as less constraints
as possible, and find some solutions to the following difficulties:

e the modeling of the human pose and appearance taking into account non-linearities,
dimensionality and variability issues.

e the detection of the individuals present in the scene which needs to be accurate and fast.

e the tracking in pose and image spaces which imply to face the problem of the
dimensionality of the searched space.

As shown in the previous section, exemplar based techniques have been very successful for
human body pose analysis. However, their accuracy strongly depends on the similarity of both
camera viewing angle and scene properties between training and testing images. Ideally, for
an optimal result, the testing images should be taken in an environment (scene and camera)
similar to the one that has been considered for the capture of the training exemplars. This is
not always possible and we believe the trend is to consider as few training data as possible and
develop algorithms that can be applied in any possible environment.

In this thesis, we focus on specific motion sequences (walking) due to the higher availability
of training and evaluation datasets, walking being the most observed action in real sequences.
We consider a limited training set captured from a small number of fixed cameras parallel to
the ground and distributed around the subject. See examples in Fig. 1.6. Then, three types of
testing environments with increasing level of difficulty have been identified and studied: 1) a
static camera with a similar viewing angle observing only one individual, 2) a fixed surveillance
camera with a considerably different viewing angle and multiple targets and 3) a moving camera
sequence or just a single static image of an unknown scene. See examples in Fig. 1.5.

Figure 1.5: Testing environments with increasing level of difficulty studied in this thesis: (a) a static camera
parallel to the ground observing only one individual, (b) a fixed surveillance camera with a considerable elevation
angle and (c) a moving camera sequence.

Although all the experiments described in this thesis are specific to the walking activity, the
frameworks and proposed algorithms are general enough to extend to other activities.

1.5 Contributions and Organization
Fach testing environment raises different problems that we have considered separately.

Therefore, we have structured the thesis in three main parts corresponding to these three
testing conditions.
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(a)

Figure 1.6: Viewpoint parameterization and training views: (a) Viewing hemisphere: the position of the
camera with respect to the observed subject (the view) can be parameterized as the combination of two angles:
the elevation ¢ € [0, Z] (also called latitude or tilt angle) and the azimuth 6 € [—m, n] (also called longitude). A
third angle v € [—m, 7] can be considered to parameterize the rotation around the viewing axis. (b) Viewpoint
discretization for training: in this work, we use the MoBo dataset [Gross and Shi, 2001] and discretize the viewing
hemisphere into 8 locations where 6 is uniformly distributed around the subject. Only Front (F), Rear-Diagonal
2 (RD2), Lateral 1 (L1), Diagonal 1 (D1) and Back views belong to the original dataset. The other 3 views, L2,
D2 and RD1 are obtained by mirroring L1, D1 and RD2 about the vertical axis.

1.5.1 Part I: Segmentation and Pose Estimation with a Static Camera

In the first part, we consider a captured with a camera parallel to the ground. We take advantage
of the fact that the camera is fixed and use a common static background subtraction algorithm
to perform foreground detection. We then propose a model-based approach associating the 2D
body pose and the 2D silhouette shape.

1.5.1.1 chapter 2: Dealing with Non-linearities in Shape Modeling

In chapter 2, we address the problem of non-linearity in 2D shape modeling of articulated
objects like the human body. This issue is partially resolved by applying a different Point
Distribution Model (PDM) depending on the viewpoint. The remaining non-linearity is solved
by using Gaussian Mixture Models (GMM). A dynamic-based clustering is proposed and carried
out in the Pose Eigenspace. A fundamental question when clustering is to determine the
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optimal number of clusters. From our point of view, the main aspect to be evaluated is the
mean Gaussianity. This partitioning is then used to fit a GMM to each one of the view-based
PDM, derived from a database of silhouettes and 2D poses. Dynamic correspondences are then
obtained between Gaussian models of the mixtures. Finally, we compare this approach with
other two methods we previously developed to cope with non-linearity: Nearest Neighbor (NN)
Classifier and Independent Component Analysis (ICA).

1.5.1.2 chapter 3: A Framework of Spatio-temporal Models

In chapter 3, we propose to use a model-based approach, where the 2D shape is associated to
the corresponding 2D stick figure, thus allowing the joint segmentation and pose recovery of the
subject observed in the scene. The main disadvantage of 2D-models is their restriction to the
viewpoint. To cope with this limitation, we propose to train local spatio-temporal 2D-models
corresponding to several views of the same sequences. A multi-view Gaussian Mixture Model
(GMM) is then fitted to a feature space made of shapes and stick figures manually labelled. The
resulting spatio-temporal models is concatenated and sorted in a global framework. Temporal
and spatial constraints are considered to build a probabilistic transition matrix that gives a
frame to frame estimation of the most probable local models to use during the fitting procedure,
thus limiting the search space. This approach takes advantage of 3D information avoiding the
use of a 3D human model.

1.5.2 Part II: Pose Tracking in Video-Surveillance Environments

In the second part, we present a methodology for view-invariant monocular body pose tracking
in man-made environments with a calibrated camera. The framework proposed in the first part
performs well when the camera is parallel to the ground. However, in presence of perspective
effect, the distortion will cause the parts of the subject that are closer to the lens to appear
abnormally large, thus deforming the shape of the human contour in ways that can prevent a
correct analysis. We propose to exploit projective geometry to find viewpoint invariance.

1.5.2.1 chapter 4: View-invariant Motion Analysis using View-based Models

In chapter 4, we consider the problem of view dependency of 2D-models and present a solution
for man-made environments. During the online stage, the Homography that relates the image
points to the closest training plane is calculated using the dominant 3D directions. The input
image is then be warped to this training view and processed using the corresponding view-based
model in our framework. After model fitting, the inverse transformation can be performed on
the resulting human features obtaining a segmented silhouette and a 2D pose in the original
input image.

1.5.2.2 chapter 5: View-invariant 3D Pose Tracking

In chapter 5, we model 3D body poses and camera viewpoints with a low dimensional manifold
and learn a generative model of the silhouette from this manifold to the set of training views.
During the online stage, 3D body poses are tracked using recursive Bayesian sampling conducted
jointly over the scene’s ground plane and the pose-viewpoint manifold. For each sample, the
homography that relates the corresponding training plane to the image points is calculated
using the dominant 3D directions of the scene, the sampled location on the ground plane and
the sampled camera view. Each regressed silhouette shape is projected using this homographic
transformation and matched in the image to estimate its likelihood.
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1.5.3 Part III: Pose Estimation with a Moving Camera or in Static
Images

The techniques employed in the previous part therefore separate the foreground from the
background and estimate the pose of the human fitting a human model on the resulting blob
or silhouette. Such methods are very helpful when a relatively clean background image can
be computed which is not always the case, depending on the settings and applications: for
example if the goal is to detect humans in an isolated static image (not from a video sequence)
or in a moving camera sequence, the computation of a background image and consequently the
segmentation of the subject are not trivial. In the third part, we learn a fast pose classifier
which is used in a sliding window framework to quickly estimate the presence and pose of the
humans.

1.5.3.1 chapter 6: Multi-class Human Pose Classifier

The contribution in chapter 6 is a multi-class pose classifier that uses the best components of
state-of-the-art classifiers including hierarchical trees, cascades of rejectors as well as randomized
forests. Given a database of images with corresponding human poses, we define a set of classes
by discretizing camera viewpoint and pose space. A bottom-up approach is first followed to
build a class hierarchy by recursively clustering and merging the classes at each level. For each
branch of this hierarchical decision tree, we take advantage of the alignment of training images
to build a list of potentially discriminative HOG (Histograms of Orientated Gradients) features.
We then select the HOG blocks that show the best rejection performances. We finally grow an
ensemble of cascades by randomly sampling one of these HOG-based rejectors at each branch
of the tree.

1.5.3.2 chapter 7: Human Localization and Pose Estimation

This chapter addresses human detection and pose estimation from monocular images by
formulating it as a classification problem. The multi-class classifier presented in the previous
chapter is thus used to scan images in a sliding window scheme.

Each hierarchical cascade in the ensemble can make a decision and efficiently reject negative
candidates by only sampling a few features of the available feature space. This makes our
classifier more suitable for sliding window detectors than state-of-the-art classifiers.

1.5.4 Part IV
1.5.4.1 chapter 8

The last chapter of the thesis summarized the conclusions of the work and some possible future
lines.
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Chapter 1. Introduction




Part 1

Segmentation and Pose
Estimation with a Static Camera






2

Dealing with Non-linearities in
Shape Modeling

2.1 Introduction

In the first part of this thesis, we consider that the camera is fixed and that an estimate of the
foreground silhouette can be obtained using a common static background subtraction algorithm.
People are able to deduce the pose of a known articulated object (e.g. a person) from a simple
binary silhouette. The possible ambiguities can be solved from dynamics when the object is
moving. Following this statement, we propose in this first chapter to construct a human model
that encapsulates within a Point Distribution Model (PDM) | ) ] both
body silhouette information provided by the 2D shape and structural information given by the
2D skeleton joints. In that way, the 2D pose could be inferred from the silhouette and vice versa.
Due to the high non-linearity of the resulting feature space, mainly caused by the rotational
deformations inherent to the articulated structure of the human body, the use of non-linear
statistical models will be considered in this chapter. This approach will be compared to other
two methods previously tested for solving non-linearity issue. Such non-linear statistical models
have been previously proposed by Bowden | , | that demonstrated how the
3D structure of an object can be reconstructed from a single view of its outline. While Bowden
only considered the upper human body and the frontal view, in this work the complete body
will be modelled and different viewpoint will be taken into account.

2.1.1 Related Work

Even though many new types of image features have recently been developed, silhouette-based
approaches are still receiving much attention. These approaches focus on the use of the binary
silhouette of the human body as a feature for detection | , , , l,
tracking | , , , , , ,
, , , ], pose estimation [ , , ,
, , , | or action recognition | , ,
, ] to cite a few. They rely on the observation that most human gestures
can be recognized using only the outline shape of the body silhouette. The most important
advantage of these features is their ease of extraction from raw video frames using low-level
processing tasks like background subtraction or edge detection algorithms.

)
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2.1.1.1 Human shape models

Human shape models have appeared to be powerful tools for human motion analysis. When a
2D representation is employed, the outline of the silhouette is usually parameterized by a series
of 2D landmarks. [ ] used active shape models to track pedestrians from
a fixed camera. The same active shape tracker was considered by Siebel and Maybank |
, ] that extended it by a head detector and a region tracker, all integrated

in the visual surveillance system ADVISOR. In | , ], Fan et al. presented a
compound structural and textural image model for pedestrian registration. In |

, ], the authors even exploit the shape deformations of a person’s silhouette as a
discriminative feature for gait recognition, indicating that methods based on shape perform
better than methods based on kinematics alone. [ ] also propose an efficient gait
recognition algorithm using view-dependent silhouette analysis. They concluded that the lack
of generality of viewing angle is a limitation to most gait recognition algorithms.
[ | proposed a Bayesian framework for tracking pedestrians from a moving vehicle: a method
for learning spatio-temporal shape representations from examples was outlined, involving a set
of distinct linear subspaces models. The main problem with 2D models is their dependency to
the viewpoint. Indeed, the accuracy strongly depends on the similarity between training and
testing viewpoints. Recent approaches proposed the use of detailed 3D mesh models learnt
from 3D laser scans | , , , ].

All these approaches represent the shape of the human but they ignore the rigid deformations
inherent to the kinematic of the human body. One exception can be found in |
, ] where the authors introduced a statistical shape representation of non-rigid and
articulated body contours. To accommodate large viewpoint changes, the authors proposed to
employ a mixture of a finite number of view-dependent models. Even so, all those works on
shape models present the same common drawback that, even if they give an idea of the pose,
no real regression to 2D /3D joints is considered.

2.1.1.2 Shape+Structure models.

Some few works have attempted to model the shape together with the structure of the human
body. It is not a simple task since both types of feature belong to different metric spaces -
pixels vs angles or pixels vs 3D position.

Grauman et al. [ , ] inferred 3D structure from multi-view contour using
a probabilistic “shape+structure” model. This idea was first introduced by Bowden |
, | that demonstrated how the 3D structure of an object can be reconstructed from a
single view of its outline using a model of movement and shape. In this work, 2D shape and
3D skeletal structure were encapsulated within a non-linear Point Distribution Model (PDM).
Some very encouraging results have been shown by these two papers in controlled environment
and with relatively “good” input silhouette. However, both suffer from the same disadvantage
than 2D shape models: the need of manually segmented data.

More recently, Balan et al. | , ] also proposed something in between the two
different approaches - kinematic models vs shape model - considering a parametric model of 3D
shape and pose-dependent deformations to represent the body via SCAPE mesh model. One
must say that the results are really impressive. They represent both articulated and non-rigid
deformations of the human body as well as body shape variability. But this method requires
3D body scan of naked people. Another drawback is the computational cost required to fit the
thousands of triangles of the mesh model.
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2.1.2 Overview

Thanks to the structural knowledge, people are able to deduce the pose of an articulated
object (e.g. a person) from a simple binary silhouette. Following this statement, our idea
is to construct a human model encapsulating within a point distribution model (PDM) body
silhouette information given by the 2D shape (landmarks located along the contour) and the
structural information given by the 2D skeleton joints. In that way, the 2D pose could be inferred
from the silhouette. Due to the high non-linearity of the feature space, mainly caused by the
rotational deformations inherent to the articulated structure of the human body, we consider in
this work the necessity to use non-linear statistical models. They have been previously proposed

by Bowden | , ] that demonstrated how the 3D structure of an object can be
reconstructed from a single view of its outline.
In a previous work | , ], the problem of non-linear principal

component analysis was partially resolved by applying a different PDM depending on previous
pose estimation (4 views were considered: frontal, lateral, diagonal and back views) and
the same procedure will be followed in this work. Additionally, results were obtained from
measurement by selecting the closest shape from the training set by means of a Nearest
Neighbour (NN) classifier. However, to cope with the remaining non-linearity, we consider
in this thesis the use of Gaussian Mixture Models (GMM) as in | , ].
A dynamic-based clustering is considered by partitioning the 3D pose space. The 4 view-
based GMM are then built in their respective shape space using this same labelling. Dynamic
correspondences are then obtained between gaussian models of the 4 mixtures. In |
], we proposed to use Independent Component Analysis (ICA) to cope with the problem
of non-linearity in human shape modeling. Results obtained with our GMM will be compared
with results from ICA and NN modeling.
In Sect. 2.2, we introduce the training database construction. In Sect. 2.3, we detail
the construction of our view-based GMM. Some results are presented in Sect. 2.4 and some
conclusions are finally drawn in Sect. 2.5.

2.2 Shape-Skeleton Training Database

The goal is to construct a statistical model which represents a human body and the possible
ways in which it can deform. Point distribution models (PDM) are used to associate silhouettes
(shapes) and the corresponding skeletal structures.

2.2.1 Training Database Construction

The generation of the 2D deformable model follows a procedure similar to [ ,

]. The CMU MoBo database | ) ] is considered for the training stage:
good training shapes are extracted manually trying to get accurate and detailed approximations
of human contours. Simultaneously, 13 fundamental points corresponding to a stick model are
extracted: head center, shoulders, elbows, wrists, hips, knees and ankles. The skeleton vectors
are then defined as:

Ki = [Xi1, -+» Xk13, Yk, -+, Yi13] | € R?S, (2.1)

with ¢ = 1...N,,, N, being the number of training vectors. Two gait cycles (low and high speed)
and 4 viewpoints (frontal, lateral, diagonal and back views) are considered for each one of the
15 selected subjects. This manual process leads to the generation of a very precise database
but without shape-to-shape landmarks correspondences.
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2.2.2 Shapes Normalization

The good results obtained by a PDM depend critically on the way the data set has been
normalized and on the correspondences that have been established between its members [Davies
et al., 2003]. Human silhouette is a very difficult case since people can take a large number
of dlfferent poses that affect the contour appearance. A big difficulty relies on establishing
correspondences between landmarks and normalizing all the possible human shapes with the
same number of points. In this chapter, we propose to use a large number of points for defining
all the contours and “superpose” the points that are not useful (see Fig. 2.1).

46-74
49 Manual Normalizaton 120 Noxmalized
Lamlmmls Frocess Landmarls

Figure 2.1: Training database. From left to right: MoBo Image, 2D skeleton and shape
normalization: hand-labelled landmarks (A), rectangular grid (B), 120 normalized landmarks
(C), part of them grouped at “repository points”: 24-26 at RP2, 46-74 at RP3 and 94-99 at
RP1.

A rectangular grid with horizontal lines equally spaced is applied to the contours database.
This idea appears as a solution to the global verticality of the shapes and the global horizontality
of the motion. The intersections between contours and grid are then considered. The shapes
are then divided into 3 different zones delimited by three fixed points: the higher point of the
head (FP1) and the intersections with a line located at 1/3 of the height (FP2 and FP3). A
number of landmarks is thus assigned to each segment and a repository point (RP) is selected
to concentrate all the points that have not been used. In this chapter, all the training shapes
are made of 120 normalized landmarks:

Si = [Xa1, -+ Xs120, Y1, - Ys120] | € R*, (2.2)

with ¢ = 1...N,,.

2.2.3 Shape-Skeleton Eigenspace - PCA Model

Shapes and Skeletons are now concatenated into Shape-Skeleton vectors:
vi=ls k| eR*, (2.3)

with ¢ = 1...N,. This training set is aligned using Procrustes analysis (each view being aligned
independently) and Principal Component Analysis (PCA) is applied [Cootes and Taylor, 1997]
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for dimensionality reduction on the 4 view-based training sets. In that way, 4 view-dependent
Shape-Skeleton models are constructed by extracting the mean vector and the variation modes:

Vi ~ Vg + Pyb; (2.4)

where vy and ®y are respectively the mean Shape-Skeleton vector and the matrix of
Eigenvectors for the training viewpoint 6. b is the projection of v; in the corresponding
Eigenspace i.e. a vector of weights b; = [b1, ba...b,] ". The main problem with this approach is
that PCA assumes a Gaussian distribution of the input data. This supposition fails because of
the inherent non-linearity of the feature space and leads to a wrong description of the data: the
resulting model can consider as valid some implausible Shape-Skeleton combinations. Therefore,
other approaches have to be taken into account to generate the “Shape-Skeleton” model and
adequately represent the training set.

2.3 View-based Shape-Skeleton Gaussian Mixture
Models

Many researchers have proposed approaches to non-linear PDM | , ,

, ]. The use of Gaussian Mixture Model (GMM) was first proposed by
Cootes and Taylor | , ]. They suggested modeling non-linear data sets
using a GMM fitted to the data using the Expectation Maximization (EM) algorithm. This
provides a more reliable model since the feature space is limited by the bounds of each Gaussian
that appear to be more precise local constraints.

Pmix(b) = ij N(b:b;,S;), (2.5)

where N (b : b,S) is the p.d.f. of a gaussian with mean b and covariance S.

Bowden | , | proposed first to compute linear Principal Component Analysis
(PCA) and to project all shapes on PCA basis. Then do cluster analysis on projections and
select an optimum number of clusters. Each data point is assigned to a cluster and separate
local PCA are performed independently on each cluster. This results in the identification of
local model’s modes of variation inside each Gaussian distribution of the mixture: b ~ t_)j +®;r
(see Eq.2.4). Thus, a more complex model is built to represent the statistical variations. Given
the promising results described in | ], a similar procedure is followed in
this work, the main difference relying on the way the feature space is clustered: the proposed
methodology consists in partitioning the complete Shape-Skeleton feature space using only the
dynamical information provided by the pose parameters. The contour parameters are not taken
into account for clustering since they do not provide any additional information on dynamics
and can lead to ambiguities as stated in | ) ].

2.3.1 Structural clustering

While in | , ], the clustering of the shape feature space was based on a
similarity measure derived from the registration procedure, here it is proposed to use the
structural information provided by the pose to cluster both shape and skeleton training sets,
thus establishing dynamical correspondences between view-based data.
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Figure 2.2: Low and high speed gait cycles represented on the 3 first modes of the Pose Eigenspace.

2.3.1.1 Pose Eigenspace for Clustering

The information provided by the 3D poses is used for clustering: for each snapshot of the
training set, the 3D skeleton is built from the corresponding 2D poses k; of the 4 views, by
reconstructing the 3D position of the joints using the 4 2D-projections and Tsai’s algorithm
[Tsai, 1986]. The resulting set of 3D poses is then aligned using Procrustes and reduced by PCA
obtaining the Pose Eigenspace (Fig. 2.2) where the dynamic-based clustering will be operated.

2.3.1.2 Principal components selection

The non-linearities of the training set are mainly localized in the first components of the PCA
which capture the dynamics, as shown in Fig. 2.2. These components are really influential
during the partitioning step while the last ones, more linear, only model local variations
(details) and do not provide so much information for clustering. Only the first non-linear
components are thus selected to perform the clustering of the data in a lower dimensional space.
For components selection, the non-gaussianity of the data is measured on each component.
There are different methodologies to test whether the assumed normal probability distribution
accurately characterizes the observed data or not. Skewness and kurtosis, are two classical
measures of non-gaussianity.

A more robust measure is given by the Negentropy, the classic information theory’s measure
of non-Gaussianity, whose value is zero for Gaussian distribution [[Tyvaerinen et al., 2001]. Fig.
2.3a shows how the Negentropy converges to 0 and oscillates when considering lower modes.
This oscillation between 0 and 0.75 x 10~* starts from the 4th mode. It can be observed how
the first 3 modes present a much higher Negentropy compared to the other modes. According
to this analysis, we select the 3 first components for clustering.

2.3.1.3 Determining the number of clusters.

K-means algorithm is used fairly frequently as a result of its ease of implementation. K-
means clustering splits a set of objects into a selected number of groups by maximizing between
variations relative to within variations. The main disadvantage of this algorithm is its extreme
sensitivity to the initial seeds. A solution could be found by applying k-means several times,
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Figure 2.3: Structural clustering: (a) Negentropy of the 20 first modes of the Pose Eigenspace. (b) Negentropy
of the GMM (mean & st.dev.) vs. number of clusters. (c) Resulting GMM for k=6, represented in the Pose
Eigenspace together with the gait cycles.

starting with different initial conditions and then choosing the best solution. But this supposes
a supervision that makes the process more ad-hoc. To make the clustering independent from
the initial seeds, the K-means algorithm is ran many times and the total results are clustered
as in [Rogez et al., 2005]. For each case (K =2---N), a GMM is fitted to the Pose Eigenspace
using the Expectation Maximization (EM) and a local PCA’s is applied on each cluster. Since
local modes of variation inside each Gaussian distribution of the mixture are expected, one of
the aspects that should be evaluated when determining the optimal number of cluster is the
global gaussianity of the GMM. All the points of the training set are then projected onto the
corresponding local PCA space and the Negentropy is computed for each cluster.
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Figure 2.4: Gait cycle phases: (a) Correspondences between Gait cycle and the 6 clusters obtained. (b)
Markov State Transition Matrix.(b) State Diagram.

In Fig. 2.3b, the evolution of the mean Negentropy can be observed for K varying from 2 to
18. The curve decreases and converges logically to 0. It is desired to create as few clusters as
possible and obtain some clusters as gaussian as possible. A good compromise between number
of clusters and gaussianity is reached at K = 6 where the standard deviation of the Negentropy
substantially decreases compared to the one at K = 5. Fig. 2.3c shows the GMM obtained with
K = 6, represented in the Pose Eigenspace. This graphical representation shows the accuracy
of GMM only by simple visual criteria: comparing with Fig. 2.2, it can be observed how well
the GMM limits the feature space.

This leads to the recognition of basic gait cycle phases [ , ], as illustrated by
Fig. 2.4, in an unsupervised way. The patches are ordered according to the logic of the cyclic
motion: C1 starts with the Right Mid-Swing and ends with the double support phase, then C3
starts until the Left Mid-Swing. C4 follows until the second double support of the cycle which
ends with C6. C2 and C5 complete C3 and C6 phases in case of a higher speed gait with larger
step. A Markov State Transition Matrix (STM) | ) ] is then constructed
(Fig. 2.4b), associating each sample to one of the 6 patches. Each temporal cluster corresponds
to a state in the Markov chain. This gives the state transition probabilities, valid for the 4 sets
(views) of SS-vectors.
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Figure 2.5: View-based mixtures of PCA: GMM represented on the 2 first components of the Shape-Skeleton
Eigenspace for the lateral (a), back (b), diagonal (c) and front (d) views.

2.3.2 View-based Non-Linear Models

A view-based mixture of PCA is now fitted to the 4 Shape-Skeleton Eigenspaces, using the
structure-based clustering obtained before. Figure 2.5 shows how the different mixtures limit
the feature spaces: the clustering imposes a particular location of the gaussian distribution
(represented as ellipsoids) that consequently treats some unseen data as valid by interpolating.
Fig. 2.6 shows how both shape and skeleton deform linearly in each one of the clusters of the
view-based GMM. Dynamic correspondences are obtained between gaussian models of the 4
mixtures, each cluster corresponding to one of 6 basic gait phases.

2.3.3 Joint Estimation of Shape and Skeleton

In [Grauman et al., 2003], Grauman inferred 3D structure from multi-view contour. Following
the same idea, when presented a new shape, the unknown 2D structure (structural parameters)
is treated as missing variables in a SS-vector. The corresponding b* is then computed from
Eq.2.4 and the nearest cluster, defined by Eigenvectors ® = [®q,...®;..., &r| and Eigenvalues
A, is selected. Thus the closest allowable SS-vector from the model is constructed by finding r
so that:

r=®'(b*—b) and —Bv/ A <1 < BV A (2.6)

To ensure a valid SS-vector generation, the weight vector r is constrained to lie in the hyper-
ellipsoid representing the linear subspace model [Koschan et al., 2003]. This leads to a model-
based estimation of both shape and skeleton (cf Fig. 2.8).
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Figure 2.6: Principal modes of variation of the 6 corresponding gaussian models for the 4 view-based GMMs:
lateral (a), diagonal (b), frontal (c) and back (d) views.

2.4 Non-Linear Models Testing

The first approach we followed to cope with the non-linearity of the Eigenspace was to select
the closest allowable shape from the training set by means of a Nearest Neighbor (NN)
classifier [ , ]. This technique always warranties a valid contour but is
imperfect because it can not generate new shapes absent from the training data. Moreover, the
computational cost makes this approach infeasible with a very large database. In a previous
work | ], we proposed to use Independent Component Analysis (ICA) for
human shape modehng The dynamic-based GMM developed in this chapter will be compared
to both methods.

For the evaluation of the view-based models, 4 gait sequences whose viewpoints correspond
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Figure 2.8: Selected Caviar sequences for testing frontal (left) and diagonal (right) views-based GMM. For
each of the 2 sequences, a frame with fitted shape is presented as well as the 2D poses automatically generated
when applying the SS-model along the sequence.

more or less to the 4 training views (cf Fig. 2.8) are selected from the Caviar database
[Caviar, 2004]. On the one hand, groundtruth data are constructed by manually extracting
the silhouettes of selected people appearing in the scene and on the other hand, human blobs
are calculated by motion detection. Errors will be calculated as Euclidean distances between
groundtruth and estimated shapes.

Two kinds of errors can be estimated: Reconstruction and Fitting Errors. The first one
is calculated by projecting and reconstructing a groundtruth shape with the model: this error
characterizes the ability of the model to generate new silhouettes. The Reconstruction Error
decreases and converges logically for the 4 models when augmenting parameter 8 from Eq.2.6
(see Fig. 2.7a). The Fitting Error is calculated by correcting the shape extracted from the
human blob with the model: this error characterizes the ability of the model to correct bad
shapes. On Fig. 2.7b, it can be observed how the Reconstruction Error decreases until a
minimum value and then starts increasing for the 4 models when augmenting . This allows
us to determine the optimal value of g for every View-based GMM. On Fig. 2.7¢, Fitting
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Errors obtained when applying GMMs, NN and ICA are compared for the 4 views (4 Caviar
sequences).

GMM exhibits best results than both ICA and NN methods, and shows a better capability
to reconstruct unseen shapes. Moreover computational cost of GMM mainly appears during
the off-line stage (model construction) while the NN method requires an online comparison to
the training exemplars. This makes this approach much more feasible for real-time applications
with large databases of different poses and motions.

2.5 Conclusions

In this chapter, we have presented a statistical model for human silhouette and the
corresponding skeletal structure. This model can be used to estimate human shape and pose
along a sequence. The problem of non-linearity is solved by fitting a different Gaussian Mixture
Model (GMM) to several training views. Since shape variations of articulated objects are closely
linked to the pose evolution along time, we have clustered the total training set using only the
structural information projected in the pose Eigenspace. In order to simplify the problem, we
have selected only the most non-linear components to perform the clustering of the data in a
lower dimensional space. The optimal number of clusters has been determined by considering
the mean gaussianity of the GMM.

Finally we have compared this approach to other two methods developed to cope with
shape models non-linearity: GMM exhibits best results than both ICA and NN methods, and
shows a better capability to reconstruct unseen shapes. Moreover computational cost of GMM
mainly appears during the off-line stage (model construction) while the NN method requires
an online comparison to the training exemplars. This makes this approach much more feasible
for real-time applications with large databases of different poses and motions.

The 4 training views considered in this chapter are obviously not sufficient to model all the
possible orientations of the subject w.r.t the camera in real cases. A more complete model must
be built. A possibility is to increase the feature data base considering other camera viewpoints.
In the next chapter, these models will be included in a global multi-view 2D models framework.
The dynamical correspondences we have established between view-based GMM will be taken
into account to manage the eventual viewpoint changes along sequences.
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A Framework of Spatio-temporal
Models

3.1 Introduction

One of the difficulties when employing 2D-models relies on dealing with the viewpoint issue.
During many years, most of the related work has been based on the fundamental assumption of
“in-plane” motion or only presented results obtained from data satisfying such condition |

, , , ]. Relatively few papers considered motion-in-depth and out-of-
plane rotation of the tracked people. In the last years, some authors have proposed a common
approach consisting in discretizing the camera viewpoint and considering a series of view-based
2D models | , , , , , ]. This
method gives some good results, but there are two main problems that need to be addressed:
spatial discontinuities due to the viewpoint discretization and temporal discontinuities due to
the difficulties of maintaining the dynamics of the motion when the view is switched. It appears
as a challenging problem to establish motion correspondences between viewpoints without
considering a mapping to a complex 3D model. Therefore, the goal of the work presented
in this chapter is to construct 2D dynamical models 1) that can perform independently of the
orientation of the person with respect to the camera and 2) that can respond robustly to any
change of direction during the sequence.

3.1.1 Overview of the work

We extend the model presented in the previous chapter by considering additional training
viewpoints and complete the ring of possible viewpoints around the subject varying the azimuth
angle of the camera. Again, we consider the walking action, but the methodology can be
extended to any type of action.

As in chapter 2, 2D pose and 2D appearance parameters are first extracted from training
images of the same gait sequences observed from the considered viewpoints. The resulting set of
2D shape and skeletons is then clustered following both spatial and temporal criteria, the spatial
clustering being directly provided by the training views and the temporal clustering resulting
from motion-based partitioning, i.e. the steps of the gait cycle. A spatio-temporal clustering
is thus obtained in the global Shape-Skeleton eigenspace: the different clusters correspond in
terms of dynamic (temporal clusters) or viewpoint (spatial clusters).

A local 2D-model is then built for each spatio-temporal cluster, generalizing well for
a particular training viewpoint and state of the considered action. All those models are
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concatenated and sorted, what leads directly to the construction of the global Spatio-Temporal
2D-Models Framework (STMF) presented in Fig. 3.1.
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Figure 3.1: Spatio-temporal Shape-Skeleton Models Framework: 1st Variation Modes of the 48 local Models
that compone the framework. The columns of this matix correspond to the gait steps (temporal clusters) while
the rows represent the 8 camera views (spatial clusters).

These spatio-temporal models generalize well for a particular viewpoint and state of the
tracked action but some spatio-temporal discontinuities can appear along a sequence, as a
direct consequence of the discretization. Additionaly, an efficient search method is required
to guide the exploration of a large feature space. To overcome these problems, we propose to
consider temporal and spatial constraints and build a Probabilistic Transition Matrix (PTM).
This matrix limits the search in the feature space by giving a frame to frame estimation of
the most probable local models to be considered during the fitting procedure. Our approach
is similar to [Lan and Huttenlocher, 2004] in that we integrate spatial and temporal models
into a common framework, but differs in that we consider a combined transition that takes into
account simultaneous state and viewpoint changes. This constraint-based search is described
in Section 3.3.

Once the model has been generated (off-line), it can be applied (on-line) to real sequences.
Given an input human blob provided by a background subtraction algorithm, the model is fitted
to jointly segment the body silhouette and infer the posture. This model fitting is explained in
Section 3.4.

Experiments are presented in Section 3.5 where both segmentation and 2D pose estimation
are tested. The main goal of this part is to test the robustness of the approach w.r.t. the
viewpoint changes with realistic conditions: indoor, outdoor, cluttered background, shadows
etc. In that way, the following hypothesis will be considered to select the different testing
sequences: only one walking pedestrian per sequence, with no occlusions but with important
viewpoint changes. Note that both training and testing sets comprise of hand-labelled data. The
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CMU MoBo database [Gross and Shi, 2001] will be used for training and real video-surveillance
sequences for testing [Caviar, 2004]. The HumanEVA dataset, recently introduced by Sigal and
Black [Sigal et al., 2010], will be considered for numerical evaluation of the pose estimation.

Section 3.6 finally concludes with some discussions.

3.2 Framework Construction

Recently, some authors have proposed a common approach consisting in discretizing the space
considering a series of view-based 2D models [Zhang et al., 2005a, Lan and Huttenlocher, 2004].
In the same way, 8 different viewpoints will be considered, uniformly distributed between 0 and
27, thus discretizing the frontal view (vertical image plane) into 8 sectors. For each sequence,
the 4 training viewpoints used up to that point are now completed by a 5th supplementary back
view that is also manually labelled. Finally, the 3 last missing views are interpolated using the
periodicity and symmetry of human walking. By this process, a complete training database is
generated encompassing more than 20000 Shape-Skeleton vectors, SS-vector (more than 2500
vectors per viewpoint). The resulting 8 view-based Shape-Skeleton associations for a particular
snapshot of the CMU MoBo database are presented in Fig. 3.2.

B s D, F By 1z B B

Figure 3.2: Training views considered for Framework Construction.

The complete set of SS-vectors is concatenated in a common space (the 8 views together)
whose dimensionality is reduced using PCA, obtaining:

vi ~ v+ Pa, (3.1)

where v is the mean SS-vector, ® is the matrix of Eigenvectors and a; is the new vector
represented in the Eigenspace. Let us call A the Shape-Skeleton Eigenspace {a;}.

A series of local dynamic motion models has been learnt by clustering the structural
parameters subspace. As mentioned in the Section 2.3.1, the gait cycle is divided into 6 basic
steps, providing the temporal clusters C}, while the 8 training views directly provide the spatial
clustering (clusters R,). The different clusters correspond in terms of dynamics or viewpoint.
Using this structure-based partitioning and the correspondences between training viewpoints,
48 spatio-temporal clusters {{ T}, = C;N R,}5_,}3_; are obtained in the global shape-skeleton
feature space where all the views considered are projected together.

Thus, following [Bowden et al., 2000], a local linear model is learnt for each spatio-temporal
cluster T}, and a mixture of PCA is fitted to the clustered A space, obtaining a new Spatio-
Temporal 2D Models Framework (STMF). For each cluster, the local PCA leads to the
extraction of local modes of variation, in which both shape and skeleton simultaneously deform
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Figure 3.3: Multi-view Gaussian mixture model represented in the pose-silhouette eigenspace. The 48-clusters
Gaussian Mixture Model is represented together with the training data and projected onto the planes defined
by (a) 1st and 2nd, (b) 3rd and 4th, (c) 5th and 6th and (d) 7th and 8th components of the Shape-Skeleton
Eigenspace.

(see Fig. 3.4). Parameters for the 48 Gaussian mixture models components are determined
using EM algorithm. The prior Shape-Skeleton model probability is then expressed as:

Prmia() = Y wir N(a:a,,,05,), (3.2)
T

where a is the eigen-decomposition of the Shape-Skeleton vector, N'(a : a,0) is the p.d.f. of a
gaussian with mean a and covariance ¢ and wj,, is the mixing parameter corresponding to 7} .

The figure 3.3 shows the mixture projected onto various planes of the Eigenspace space A.
The 48 hyper-ellipsoids corresponding to the 48 local spatio-temporal models are also plotted.
It can be appreciated how well the GMM delimits the subspace of valid SS-vectors.

Given this huge amount of data, an efficient search method is required. In that way, temporal
and spatial constraints will be considered to constrain the evolution through the STMF along
a sequence and limit the feature space only to the most probable models of the framework.
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3.3 Constraint-based search

The total space has been clustered following temporal approach (clusters C;) as well as spatial
approach (clusters R;) as described in the previous Section. The first one partitions the
dynamics of the motion, and the second one, the viewpoint i.e. the direction of motion in
the image. The purpose of the following probabilistic modeling is to obtain a transition matrix
combining both spatial and temporal constraints.

Markov chain

Directions of
Motion

Figure 3.4: 3D (left) and 2D (right) representations of the toroidal Probabilistic Transition Matrix (PTM).
The 1st Variation Modes of the 48 local Models that compone the framework are superposed with the 2D
representation of the PTM: the 6 columns correspond to the 6 temporal clusters C; while the 8 rows represent
the 8 spatial clusters R;.

3.3.1 Markov Chain for Modeling Temporal Constraint

Following the standard formulation of probabilistic motion model [Sidenbladh et al.; 2002],
the temporal prior p(S|S;—1) satisfies a first-order Markov assumption where the choice of the
present state S is made upon the basis of the previous state S;_;. In the same way, if this state
space is partitioned into N clusters C = {Cy, ..., Cy}, the conditional probability mass function
defined as p(Cﬁ\ Cy') corresponds to the probability of being in cluster j at time ¢ conditional
on being in cluster k at time ¢-1 [Bowden et al., 2000]. The NxN State Transition Matrix (STM)
computed in the previous Section points out the probabilities density function (pdf).

3.3.2 Modeling Spatial Constraint

In this chapter, a novel spatial prior p(DyD;—1, —m) is introduced for modeling spatial
constraint. It expresses the statement that D; (the present direction of motion of the
observed pedestrian in the image) can be predicted given its m previous directions of motion
(D¢—1, D49, ..., Di—p). In this approach, the continuous values of all possible camera viewpoints
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are discretized. Consequently, the direction of motion in the image plane D, takes a fixed
set of values corresponding to the discrete set of M training viewpoints and M clusters
R ={Ry,..., Ry} in the feature space.

Let Ay = [Rt,CO7 Rtk'll, o RZ'mm] be the m+1-dimensional vector representing the sequence of
the m+1 cluster labels (denoted by k;) up to and containing the one at time ¢. It has to be noted
that some of these k; labels might be the same. Consequently, p(RﬂAt_ 1) is the probability of
being in R; at time ¢, conditional on being in Ry, at time t-1, in Ry, at time t-2, etc. (i.e.
conditional on the m preceding clusters). In this chapter, a reasonable assumption is made that
this direction of motion follows a normal distribution, with expected value equal to the local
mean trajectory angle f; and, variance calculated as a function of the sampling rate:

p(RIA ) = p(RYRE! REZ, .., RE™) ~ N (04, 0), (3.3)

where 0, = %H Zf:nz 0; , being m a function of the sampling frequency.

3.3.3 Combining Spatial and Temporal Constraints

Let T be the Nx M matrix, whose columns represent the N temporal clusters and rows correspond
to the M spatial clusters. Thus the probability p(C; NRL) = p( Tjtr) denotes the unconditional
probability of being in C; and in R, at time ¢.

The conditional spatio temporal transition probability is therefore defined as
p( T§,T|C}i_1,At_ 1), the probability of being in C; and in R, at time t conditional on being
in temporal cluster k at time ¢-1 and conditional on the m preceding spatial clusters. In this
thesis, the assumption is made that the two considered events, state and direction changes, are
independent, even if it is not strictly true. Some comments about this assumption will be made
in Sections 3.5 and 3.6. This leads to the following simplified equation:

Py = (T3, O Avy) o p(CH O ). p(RyAvy). (34)

The resulting NxM matrix is the Probabilistic Transition Matrix (PTM) that gives, at each
time step, the probability density function that limits the region of interest in the STMF to the
most probable models.

The matrix is in fact a 2D manifold representation for viewpoint and action where the action
(consecutive temporal clusters) is represented by a 1D manifold and the viewpoint by another
1D manifold. Because of the cyclic nature of the viewpoint parameter (circular distribution
of the training viewpoints), if it is modeled with a circle the resulting manifold is in fact a
cylindrical one. When the action is cyclic too, as in our case with gait, the resulting 2D
manifold lies on a “closed cylinder” topologically equivalent to a torus. The resulting PTM
is thus a toroidal matrix (Fig. 3.4) whose lines correspond to the M training view-based gait
manifolds. Its 3D and 2D representations are illustrated in Fig. 3.4. All the different models
can be ordered and classified according to their direction of motion and state, thus putting
in evidence the correspondences with the PTM as shown in Fig. 3.4. Spatial and temporal
relationships can be appreciated between local models from adjacent cells.

The content of the PTM can be visualized by converting it to grey scale image as will be
shown in next sections. To compute this PTM and constrain the evolution through the STMF
along a sequence, only previous viewpoint and previous state are required at each time step.
Note that our approach shares some similarities with the one proposed by Lv and Nevatia [

, ]. In that paper, the authors model an action as a series of 2D Poses rendered
from a wide range of viewpoints and represent the constraints on transition by a graph model
where they assume a uniform transitional probability for each link.
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3.4 Joint Segmentation and Pose Estimation

A discriminative detector as the one proposed in [Dimitrijevic et al., 2006] could be used
to initialize the shape model-driven algorithm presented next. In thls Work, scene context
information is considered to roughly limit the feature space only to the “logical” 2D-models
from the framework. For example, if an object appears in the scene from the right side (right-
to-left direction of motion), only the 3 first lines of the PTM will be considered.

MMAM

e

Figure 3.5: Model Fitting: (a) original input image. (b) Silhouette resulting from background subtraction. (c)
Silhouette after being processed by BlobsProcessing. (d) Contour extracted by silhouette erosion. (e) Corrected
shape represented on the Silhouette and corresponding mask (f) used for finer background subtraction. (g)
Resulting Silhouette after 6 iterations and (h) corresponding segmentation. (i) Resulting shape and pose plotted
on the original input image.

Once the system has been initialized, each frame of the sequence is processed individually by
applying SegmentationPoseEstimation (Algorithm 1), taking advantage of previous information
(Trajectory angle 0, State index, Background B) that is used to treat the current frame.

Algorithm 1: (s, k, B, 0, index) = SegmentationPoseEstimation (B, I, 0, index, nlter)
m[i| = ModelsSelection(0, index);
initialize shape s« 0;
initialize pose k< 0;
for n < 1 to niter do
blobsList = Adaptive BackgroundSubtraction(B, I, s, n, nlter);
Silhouette = BlobsProcessing(blobsList);
s = ContourEztraction(Silhouette);
[s,k,index]= ShapeSkeletonCorrection(s, k, mli]);
end for
B = BackgroundUpdate(B, I, Silhouette);

The prediction of the most probable models from the GMM is estimated in ModelsSelection
by means of the PTM. It allows a substantial reduction in computational cost and can solve
some possible ambiguities by considering a limited number of models.

In ShapeSkeletonCorrection, the extracted shape s and an estimate for the skeleton are

concatenated in v = [STET]T and projected into the SS-Eigenspace obtaining a. Then, for each
one of the most probable clusters given by the PTM p, ,, we update the parameters to best
fit the “local model” defined by its mean, eigenvectors and eigenvalues, as done in Sect. 2.3.3,
obtaining a*. The distance between extracted and corrected shapes is then calculated for each
one of the estimations in order to select the best estimation. We then project the vector a*
back to the feature space obtaining v* which contains a new estimation of both shape s* and
skeleton k*: v* = [s*Tk*"|T
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Algorithm 2: blobsList = AdaptiveBackgroundSubtraction(B, I, s, n, nlter)

if (n ==1) then
D = BackgroundSubtraction(B, I, thr);

else
Mask = ShapeToMask(s);
tiow = Decrease Threshold(thr, n, nlter );
Dy = BackgroundSubtraction(B, I, tiow);
thign = IncreaseThreshold(thr, n, nlter);
Dhign = BackgroundSubtraction(B, I, thign);
D = Djow X Mask + Dpign X Mask;

end if

blobsList = BlobsLabelling(D);

Aside from the models and the constraint-based search proposed in this work, some novelties
appear in the segmentation algorithm. The first one refers to the shape extraction task
(ContourExtraction in Alg. 1): while it is usually extracted from the blob looking along straight
lines through each model point as in | , ], here the shape is directly
obtained by eroding the human blob and normalizing the resulting contour following the shape
normalization proposed in Sect. 2.2.2. This allows a direct, precise and faster registration of the
shape in the image. The only drawback of this shape registration is that it requires an entire
and non-fragmented silhouette. The BlobsProcessing function thus previously applies some
common morphological operations to the result of AdaptiveBackgroundSubtraction (Alg. 2) and
connect the possible fragments.

Another novelty of the fitting process appears in Adaptive BackgroundSubtraction (Alg. 2)
that aims at reconstructing the binary silhouette resulting from the background subtraction
using the “corrected” shape returned by ShapeSkeletonCorrection. It is achieved by
decreasing/increasing the detection threshold inside/outside the shape. This leads to an
accurate silhouette segmentation, improving considerably the results specially when there is
no significant difference between background and foreground pixels.

The last novelty relies on the way the background is updated: the final segmented silhouette,
the foreground, is used to actualize the Background more finely, eliminating shadows from the
foreground and improving the segmentation in next frames.

The different steps of the process are depicted in Fig. 3.5 for a particular frame.

3.5 Experiments

The model is now evaluated with a series of testing sequences illustrating different situations
which may occur in the analysis of pedestrian motion: straight line walking, changes of
direction, of speed, etc. Only model fitting and pose estimation will be tested in the first
set of experiments, and not the tracking in the image, the system is then provided with the
bounding-box taken from groundtruth avoiding the possible problems due to the tracking. In
the PTM matrices from Fig. 3.6 ( as well as from Fig. 3.8 and 3.9), the colored cells represent
the probability p; ,. from (Eq. 3.4). The obscured cell is the “winning one”: the local model that
best fits the silhouette. For each frame, the row of the “winning” model in the PTM indicates
the orientation of the pedestrian with respect to the camera. Additionally, both trajectory and
previous states are respectively plotted in the image/matrix with a white line.

As illustrated in Fig. 3.6 (up), the resultant vectors from a pedestrian crossing the scene
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Figure 3.6: Examples of sequences processed with the framework of pose-silhouette models: (up) Outdoor
straight line walking sequence at constant speed and (down) Caviar sequence with slight bend trajectory.

straight ahead without stopping or turning towards anything all belong to models from the
same row of the PTM. Any change of direction is observed as a progressive change of row (See
Fig. 3.6 (down)).

In Figure 3.7, the results obtained with two challenging frames are presented: in (a), the
pedestrian is carrying a bag and in (b) he is partially occluded by the wall. In both cases, a
plausible estimation is made of both shape and pose.

(b)

Figure 3.7: Results obtained with two challenging frames. For each of the two examples, original image (left),
segmentation (centre) and resulting pose and shape are represented (right).

3.5.1 Framework Validation

To validate the Framework, the 2D poses and 2D shapes of 3 different sequences with different
characteristics of interest are hand-labelled: an outdoor straight-line walking sequences at
constant speed (Fig. 3.6up), an outdoor “Walkcircle” sequences with constant speed and
constant viewpoint & scale evolution (Fig. 3.8) and an indoor sequence with viewpoint & speed
variations (Fig. 3.9). Note that the subjects turn and move “in depth” so that both apparent
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scale and viewpoint vary. A top-down estimation of depth is directly provided by the “winning”
model that points out the motion direction in 3D space (see Fig. 3.6 and later Fig. 3.8 and
3.9).

(c)

Figure 3.8: Results obtained for the outdoor “Walkcircle” sequence with constant speed and constant viewpoint
& scale changes : (a) Estimated shapes and poses represented on the original image for frames 1, 15, 25, 40,
50, 60, 75 90, 100, 115, 130 and 140. (b) 12 corresponding PTM matrices and (c) 2D Poses estimated along the
complete sequence.

3.5.1.1 Segmentation

Quantitative validation is performed by comparing with manually segmented solutions, both
the segmentation obtained by simple background subtraction and the one resulting from the
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(c)

Figure 3.9: Results obtained for the indoor “Elevator” sequence with viewpoint & speed changes: (a) Estimated
shapes and Poses represented on the original image for frames 1, 18, 30, 38, 48, 58, 68, 88, 100, 122, 128 and
142. (b) 12 corresponding PTM matrices and (c) 2D Poses estimated along the complete sequence.

proposed model-based approach. Denote the manual segmentation in the images as Sgroundtruths
and the results as Scstimated. We define the false negative ratio (FN) to indicate the fraction
of silhouette that is included in the groundtruth segmentation but missed by the automatic
method:

FN — |Sgroundtruth - Sestimated ) (35)

Sg'r'oundtruth
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Figure 3.10: Segmentation results for (left)“Walkcircle” outdoor sequence and (right) for “elevator” indoor
sequence. (up) the original image, (centre) the result obtained by simple background subtraction and (down)
the result obtained by applying the proposed model-based algorithm are represented for each example.

The false positive ratio (FP) indicates the amount of foreground falsely identified by the
algorithm as a fraction of the total silhouette in the groundtruth segmentation:

FP — |Sestimated - Sgroundtruth| (3 6)
Sg'r‘oundtruth

The true positive (TP) describes the fraction of the total silhouette in the true segmentation
that is overlapped with the proposed method:

TP — |Sestimated N Sgroundt'r'uth| ) (37)

SgroundtTuth

Example segmentation results are shown in Fig. 3.10 and average statistics compiled in
Tables 3.1 and 3.2. On the outdoor sequence, the segmentation results produce the following:
FN ratio is improved by 3.8%, FP by 14.48% and TP by 3.8%. On the indoor sequence, only
FP ratio is improved by 7.03% while FN and TP stay unchanged. In both cases, we can observe
how part of the shadow is eliminated with the proposed method what leads directly to the False
Positive ratio FP improvement.

Table 3.1: Segmentation Results for Outdoor “Walkcircle” Sequence.

Background Subt. Model-based Segm.
FN 9.31% 5.51%
FP 27.92% 13.44%
TP 90.69% 94.49%

3.5.1.2 Pose Estimation

Fig. 3.11 shows the pose estimation results for the 3 tested sequences. The mean position error
(in pixels) is calculated as the feet-distance between the skeleton estimated by the algorithm
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Table 3.2: Segmentation Results for Indoor “Elevator” Sequence.

Background Subt. Model-based Segm.
FN 6.79% 6.80%
FP 20.83% 13.80%
TP 93.21% 93.20%
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Figure 3.11: Pose estimation results: feet position error in pixels (bottom) and temporal clusters (top) - given
by the column of the PTM corresponding to the “winning” model - of the Straight line walking (left), Indoor
(centre) and “Walk-circle” (right) sequences.

and the hand-labelled one. Some peaks can be noticed in this figure. For instance, in the indoor
sequence (center) the model failed because of the excessive difference of viewpoint-angle between
training and input images, when the subject goes in and out of the scene. In the “Walkcircle”
sequences (right) the model fails because of the stationary behavior of the tracking that stays
stuck in a cluster during too many frames and then can hardly get out of it. It needs to wait
until the next cycle to recuperate the dynamic behavior of the input motion. This is due to
the very low shape variability in the back view where it is very complicated to distinguish a
state from another. For the rest of the frames, the results are globally very satisfactory which
means that the model is conveniently tuned to the suitable viewpoints and that the assumption
of independency of spatial and temporal event, made in Section 3.3.3, is reasonable.

3.5.2 Numerical Evaluation with HumanEva dataset

For numerical evaluation of the Framework, the 4 walking sequences of the HumanEva-IT dataset
[ , | are considered: subjects S2 and S4 observed from camera C1 and camera
C2.

Note that the groundtruth is not available for these sequences and that for each frame, the
boundingbox is estimated using a simple Kalman filter. The good results obtained with such
setting demonstrate that the method behaves quite well even if it is not provided with the exact
boundingbox taken from groundtruth.

Segmentation and estimated 2D poses resulting from the proposed model-based approach
are presented together in Fig. 3.12 while numerical evaluation is given in Fig. 3.13. This
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evaluation has been obtained using the on-line evaluation system and the metrics provided for
2D pose estimation i.e. the average distance in pixels over all the 13 2D key-points of the Stick
model. For each sequence, this error is shown for all the processed frames in Fig. 3.13 and the
average error per sequence (over all the frames) is given in Table 3.3.

In the 4 sequences, the human body was segmented and tracked successfully as can be seen
in Fig. 3.12, maintaining the sequentiality of the motion even if some pics can be observed in
the error curve. However, the average difference is quite high in all the frames even when the
result is shown to be visually accurate in Fig. 3.12. This can be explained by the differences in
defining the joint centers in the proposed skeleton model (constructed from hand labelled data)
and in the marker-based system, that causes an offset clearly observable in Fig. 3.13.

Table 3.3: 2D Pose Average Error on HumanEVA data set.

Subject Camera Start End Mean Error
S2 C1 1 350 16,96 pix
S2 C2 1 350 18,53 pix
S4 C1 1 290 16,36 pix
S4 C2 1 290 14,88 pix
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Figure 3.12: Segmentation and 2D pose estimation obtained for the 4 HumanEva testing sequences. From up
to down: Subject S2, camera views C1 (1°¢line) and C2 (2"%line), and Subject S4, camera views C1 (3"%line)
and C2 (4thline). For each sequence, frames 1, 20, 40, 60, 80 ... 300, 320, 340 and 350 are represented.

3.6 Summary

In this chapter we have presented a novel probabilistic spatio-temporal 2D-models framework for
human motion analysis. In this approach, the 2D shape of the entire body has been associated
to the corresponding stick figure (skeleton) allowing the joint segmentation and pose recovery
of the subject observed in the scene along a sequence.
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Figure 3.13: Numerical Results obtained for the 4 HumanEva testing sequences: for Subject S2 (up) and S4
(down). In both cases, the average error of 2D pose reconstruction is given for camera views C1 (left) and C2
(right).

To cope with the restriction to the viewpoint, local spatio-temporal 2D-models
corresponding to many views of the same sequences were trained, concatenated and sorted
in a global framework (a multi-view Gaussian mixture model). When processing a sequence,
temporal and spatial constraints are considered to build the Probabilistic Transition Matrix
(PTM) that gives the frame to frame prediction of the most probable models from the
framework. The proposed fitting algorithm, combined with the new probabilistic models,
allows a more reliable estimation of both pedestrian silhouette and 2D pose in real monocular
sequences. The experiments carried out on both indoor and outdoor sequences have
demonstrated the ability of this approach to adequately segment the pedestrians and estimate
their postures independently of the direction of motion during the sequence. They have also
demonstrated that the method responds quite robustly to any change of direction during the
sequence.

In this part of the thesis, only one value has been considered for the elevation angle. A
possibility to handle large viewpoint changes (when using roof-top cameras for example) could
be to train the model with several values of this tilt angle as in [Lv and Nevatia, 2007]. The
supplementary angle variation could then be represented by an additional third dimension in
the Toroidal Transition Matrix in order to keep the spatial continuity between viewpoints of
connected cells. Another possibility to deal with different tilt angles and decrease the effect of
perspective distortion is to consider a projective transformation between training and testing
images as we proposed in the next part of this thesis.
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Part 11

Pose Tracking in
Video-Surveillance Environments






4

View-invariant Motion Analysis
using View-based Models

4.1 Introduction

The second part of this thesis is dedicated to the problem of pose estimation and tracking in
video-surveillance scenarios. In recent years, the number of cameras deployed for surveillance
and safety in urban environments has increased considerably in part due to their falling cost.
The potential benefit of an automatic video understanding system in surveillance applications
has stimulated much research in computer vision, especially in the areas related to human
motion analysis. The hope is that an automatic video understanding system would enable a
single operator to monitor many cameras over wide areas more reliably.

As demonstrated in the introduction chapter, exemplar-based approaches have been very
successful in the different stages of human motion analysis: detection, pose estimation and
tracking. The main disadvantage of the techniques based on training exemplars is their direct
dependence on the point of view: the accuracy of the result strongly depends on the similarity
of the camera viewpoint between testing and training images. Ideally, to deal with viewpoint
dependency, one could generate training data from infinitely many camera viewpoints, ensuring
that any possible camera viewpoint could be handled. Unfortunately, this set-up is physically
impossible and makes the use of real data infeasible. It could, however, be simulated by using
synthetic data, but using a large number of views would drastically increase the size of the
training data. This would make the analysis much more complicated; furthermore, the problem
is exacerbated when considering more actions.

In practice, roof-top cameras are widely used for video surveillance applications and are
usually placed at a significant angle from the floor, which is different from typical training
viewpoints as shown in the example in Fig. 4.1. Perspective effects can deform the human
appearance (e.g. silhouette features) in ways that prevent traditional techniques from being
applied correctly. Freeing algorithms from the viewpoint dependency and solving the problem
of perspective deformations is an urgent requirement for further practical applications in video-
surveillance.

The goal of the work presented in this chapter is to track and estimate the pose of multiple
walking people independently of the point of view from which the scene is observed (see
Fig. 4.2a), even in cases of high tilt angles and perspective distortion.

We have seen that our framework of view-based models performs decently when the camera
viewing direction is parallel to the ground (¢ ~ 0) and an estimate of both 2D pose and camera
viewpoint can be made in spite of the discretization of the training viewpoint. But when using
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Figure 4.1: Video sequences considered in the chapter: (a) CMU Mobo database [Ciross and Shi, 2001]
for training and (b) video-surveillance Caviar database [Caviar, 2004] for testing. The CMU snapshot in (a)
is represented from 4 different viewing angles (clockwise from upper left): frontal, diagonal-rear, lateral and
diagonal. The difference of viewing angle can be observed between training and testing sequences.

roof-top camera sequences, a pre-processing of the input image is necessary for perspective
correction and correct view alignment.

The challenge is then to make use of those models successfully on any possible sequence
taken from a single fixed camera with an arbitrary viewing angle. A solution is proposed to the
paradigm of “View-insensitive process using view-based tools” for video-surveillance applications
in man-made environments: supposing that the observed person walks on a planar ground in a
calibrated environment, we propose to compute the homography relating the image points to
the training plane of the selected viewpoint. The input image is then warped to this training
view and a pose is estimated using the corresponding view-based models.

4.1.1 Related Work

In addition to the problem of viewpoint dependency of the model, we will have to overcome
the classical difficulties that appear when tracking people in complex, but real, surveillance
video-sequences. These difficulties are quite common: people moving in groups, occlusions,
shadows/reflections on the ground/wall, low image resolution and especially the small size of
the subjects that makes the pose estimation much more complicated.

Many surveillance systems can be found in the literature: for example, W# [Haritaoglu et al.,
2000], BraMBLe [Isard and MacCormick, 2001] and ADVISOR [Sicbel and Maybank, 2002a].
But those systems only consider data where multiple people are distributed horizontally in the
image. Promising tracking results were presented by Zhao and Nevatia [Zhao and Nevatia,
2004] in conditions similar to those we propose: perspective images with camera model known
and the assumption that people walk on a known ground plane. They first locate people
by detecting the head as in [Haritaoglu et al.; 2000], then use a coarse 3D shape model (an
ellipsoid) for global motion tracking as done by Isard with a cylinder [Isard and MacCormick,
2001]. Finally they employ a locomotion model to infer the 3D human posture. Even though
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Figure 4.2: (a) Viewing hemisphere: the position of the camera with respect to the observed subject (the
view) can be parameterized as the combination of two angles: the elevation ¢ € [0, g] (also called latitude or
tilt angle) and the azimuth 6 € [—m, 7] (also called longitude). A third angle v € [—m, 7] can be considered to
parameterize the rotation around the viewing axis. (b) Viewpoint discretization for training: in this work, we
use the MoBo dataset [Gross and Shi, 2001] and discretize the viewing hemisphere into 8 locations where 6 is
uniformly distributed around the subject. An example is given in Fig. 4.1.a for front (F), rear-diagonal (RD2),
lateral (L1) and diagonal (D1) views.

our work shares similarity with [Zhao and Nevatia, 2004], there are two major differences: 1)
in our work, segmentation, tracking and pose estimation will be done all together using a more
detailed silhouette-pose model and 2) we take into account the possibility of a very large tilt
angles.

Viewpoint dependence has been one of the bottlenecks for research development of human
motion analysis as indicated in a recent survey [Ji and Liu, 2010]. Some work has been done
on solving the problem of viewpoint dependency. In [Cucchiara et al., 2005], a calibrated
approach is used in order to avoid perspective distortion of the extracted features. Farhadi and
Tabrizi [2008] propose a method to build features that are highly stable under change of camera
viewpoint and recognize action from new views. Recently, Gong and Medioni [2011] achieved
view-invariant action recognition on videos by associating a few motion capture examples using
a novel Dynamic Manifold Warping (DMW) alignment algorithm. In [Parameswaran and
Chellappa, 2004], the authors present a method to calculate the 3D positions of various body
landmarks given an uncalibrated perspective image and point correspondences in the image of
the body landmarks. They also address the problem of view-invariance for action recognition in
[Parameswaran and Chellappa, 2006]. Grauman et al. [2004] propose a solution for inferring a
3D shape from a single input silhouette with an unknown camera viewpoint. The model is learnt
by collecting multi-view silhouette examples from a calibrated camera ring and the visual hull
inference consists in finding the shape hypotheses most likely to have generated the observed 2D
contour. The concept of “virtual cameras”, introduced in [Rosales et al., 2001], allows for the
reconstruction of synthetic 2D features from any camera location. The joint log-likelihood of
body pose and camera parameters is maximized and results in an estimate of the 3D body pose.
In [Kale et al., 2003], a method is proposed for view invariant gait recognition: considering a
person walking along a straight line (making a constant angle with the image plane), a side-view
is synthesized using a homography. Recently, Datta et al. [2011] described a motion estimation
algorithm for projective cameras that explicitly enforces articulation constraints and presented
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pose tracking results for binocular sequences. In | , | the authors propose a
reconstruction method to rectify and normalize gait features recorded from different viewpoints
into the side-view plane, exploiting such data for human recognition. The rectification method
is based on the anthropometric properties of human limbs and the characteristics of the gait
action | , ]. In [ , ] we proposed an algorithm that uses
a projective transformation between training and testing images to find viewpoint invariance.
This paper will be discussed in details in the next section. In the same spirit, [ ]
later employed a homographic transformation to improve human detection in images presenting
perspective distortion. They reported an improvement in detection rate from 38.3% to 87.2%
using 3D scene information instead of scanning over 2D ( plus in-plane rotation) on the same
testing dataset | , ] we consider in this chapter.

4.1.2 Motivation and Overview of the Approach.

As discussed in [ , ], in presence of perspective effect, the distortion will
cause the parts of the subject that are closer to the lens to appear abnormally large, thus
deforming the shape of the human contour in ways that can prevent a correct analysis.

The basic idea is that projective geometry could be exploited when camera viewpoints
in training and testing images are too different. In | , ], we numerically
demonstrated that the use of a projective transformation for shape registration, projecting
both model and image in a canonical vertical view, improves silhouette-based pose estimation.
In that case, the parameters required to estimate the homography, i.e. the subject’s location on
the ground plane (X,Y’) and the viewpoint 8 (Fig. 4.2a), were taken from ground truth data.

In this chapter, a classical process of Detection-Segmentation-Tracking (see Fig.4.3up) is
considered during the processing of a video-surveillance sequence with arbitrary viewpoint.
The pedestrians are tracked using a Kalman filter to automatically estimate X, Y and 6:
the tracking is applied on the ground floor and the orientation with respect to the camera
(the viewpoint) is estimated by approximating it by the direction of walk. In a calibrated
environment, a good estimation of the ground plane position can be obtained by projecting
vertically the head location. An advantage of sequences taken by a rooftop camera, is that the
head is usually less likely to be occluded and appears as the best feature to track. We thus
develop a view-invariant head tracker to estimate X, Y and 6.

For each frame, the nearest training view is selected and the homography that relates the
image points to the corresponding training plane is considered. Supposing the person walks on a
planar ground in a structured man-made environment, this homography can be computed using
the dominant 3D directions of the scene in both training and input images. The projection of
the input image onto the corresponding training image plane then compensates for the effect
of both discretization along 6 and variations along . It also removes part of the perspective
effect.

Once the input image has been warped, the pose can then be estimated employing the
view-based models corresponding to the selected training view from the framework introduced
in the first Part of this thesis. The resulting silhouette and 2D pose can then be back-projected
onto the original input image plane.

The rest of the chapter is organized as follows. First, some geometrical considerations are
explained in Section 4.2. The computation of the projective transformation is then described
in Section 4.3 while the tracking framework is depicted in Section 4.4. Experiments and
quantitative evaluation are presented in Section 4.5 and conclusions are drawn in Section 4.6.
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Figure 4.3: (up) The proposed tracking system diagram comprises 3 main blocks: (A) Detection, (B) Pose
Estimation&Segmentation and (C) Tracking. The main contribution we make in this chapter appears in the
Segmentation-Pose Estimation block detailed below.

4.2 Geometrical Considerations in Man-Made
Environments

We propose to exploit camera and scene knowledge when working in a man-made environments
which is the case of most video-surveillance scenarios.

4.2.1 Notations

In the following sections upper case letters, e.g. X or X, will be used to indicate quantities in
space whereas image quantities will be indicated with lower case letters, e.g. x or . Euclidean
vectors are denoted with upright boldface letters, e.g x or X, while slanted letters denote their
cartesian coordinates, e.g. (x,y,2) or (X,Y).

Following notations used in [Sola et al., 2012], underlined fonts e indicate homogeneous
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coordinates in projective spaces, e.g x or X. A homogeneous point x € P™ is composed of a
vector m € R™ and a scalar p (usually referred to as the homogeneous part):

x= || ePr c R, (4.1)
p

where the choice p = 1 is the original Euclidean point representation while p = 0 defines the
points at infinity. The homogeneous point x thus refers to the Euclidean point x € R™:

x =m/p. (4.2)

By definition, all the homogeneous points {[px7, p] T} ,cr~ represents the same Euclidean point
x (see | , ]) and, for homogeneous coordinates, “=" means an
assignment or an equivalence up to a non-zero scale factor.

4.2.2 Camera and Scene Calibration

Supposing observed humans are walking on a planar ground floor with a vertical posture,
camera model and ground plane assumptions provide useful geometric constraints that help
reducing the search space as in | , , , , ,

], instead of searching for all scales, all orientations and all positions. During the scene
calibration two 3 x 3 homography matrices are calculated: Hg which characterizes the mapping
between the ground plane in the image and the real world ground plane IIyq and Hy, relating
the head plane in the image with IIzq. In this work, the homography matrices are estimated by
the least-squares method using four or more pairs of manually preannotated points in several
frames. The 2 homography mappings are illustrated in Fig. 4.4. Note that when surveillance
cameras with a high field of view are used (as with | , 1), a previous lens calibration
is required to correct the optical distortion.

Given an estimate of the subject’s location (X,Y") on the world ground plane Ilyq, the planar
homographies H, and Hj, are used to evaluate the location of the subject’s head xy and “feet”
X in the image I

xy =Hy - [X, Y, 17, (4.3)

Xp = Hg : [X7 K 1] T7 (44)

where points in the projective space P? are expressed in homogeneous coordinates.

In this work, we want to compensate for the difference of camera view between input and
training images using the dominant 3D directions of the scenes. We suppose that the camera
model is known and people walk in a structured man-made environment where straight lines
and planar walls are plentiful. The transformation matrices introduced in the next section are
calculated online using the vanishing points ! evaluated in an off-line stage: the positions of the
vertical vanishing point v, and 1, the vanishing line of the ground plane, are directly obtained
after a manual annotation of the parallel lines (on the ground and walls) in the image. An
example of vertical vanishing point localization is given in Fig. 4.4.

This method makes sense only for man-made environments because of the presence of
numerous easy-to-detect straight lines. Previous work for vanishing points detection [

, | could be used to automate the process.

Once we have calibrated the camera in the scene, the camera cannot be moved, which is a

limitation of the proposal. In practice, the orientation of the camera could change, for example,

1 A vanishing point is the intersection of the projections in the image of a set of parallel world lines. Any set
of parallel lines on a plane define a vanishing point and the union of all these vanishing points is the vanishing
line of that plane | , ]
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Figure 4.4: Camera and Scene Calibration: 2 homography matrices are calculated from manual annotations:
Hg characterizing the mapping between the ground plane in the image (red dashed line) and the real world
ground plane IIyq (upper left) and Hy relating the head plane in the image (blue solid line) with Ilgq. The
vertical vanishing point vz and the horizontal vanishing line are also computed using the straight lines from
walls and floor observed in the scene.

due to the lack of stability of the camera support. A little change in orientation has a great
influence in the image coordinates, and therefore invalidates previous calibration. However, if
the camera is not changed in position, or position change is small with respect to the depth of
the observed scene, the homography can easily be re-calibrated automatically. An automatic
method to compute homographies and line matching between image pairs like the one presented
in [Guerrero and Sagliés, 2003] can then be used. At the moment, however, this has not been
included in our system..

4.3 Projection Image-Training View Through a Vertical
Plane

As demonstrated in [Kale et al., 2003], for objects far enough from the camera, we can
approximate the actual 3D object as being represented by a planar object. In other words, a
person can be approximated by a planar object if he or she is far enough from the camera 2. As
shown in [Riklin-Raviv et al., 2007], in the presence of perspective distortion neither similarity
nor affine model provide reasonable approximation for the transformation between a prior
shape and a shape to segment. Riklin-Raviv et al. [2007] demonstrate that a planar projective
transformation is a better approximation even though the object shape contour is roughly
planar. Following these two observations, we propose to find a projective transformation, i.e.
a homography, between training and testing camera views to compensate for the effect of both
discretization along 6 and variations along ¢, thus alleviating the effect of perspective distortion

2This hypothesis is obviously not strictly true as it does not depend solely on the distance to the camera but
also on the pose and orientation of the person w.r.t. the camera
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on silhouette-based human motion analysis.

The 3 x 3 transformation P17, between two images I; and I through a vertical plane II
observed in both images can be obtained as the product of 2 homographies defined up to a
rotational ambiguity. The first one, Hy, j,, projects the 2D image points in I; to the vertical
plane IT and the other one, Hy,, 1, relates this vertical plane to the image Ir. We thus obtain
the following equation that relates the points x; from I; with image points x5 from I:

Xy = Ppug - Xy, (4.5)
where x;,x, € P? and with:

Pron, =Hpon -Hpog ) (4.6)
= HIQ(—H : (H11<—H)_ *

The two homographies Hy ., ;7 and Hp,, ; can be computed from the vanishing points of the
3D directions spanning the vertical plane II i.e. the vertical Z-axis and a reference horizontal
line G = II Allgq, intersection of II and ground plane Ilyq:

Hy = [XG Qv 0]7 (4'7)

where v and vz are the vanishing point along the horizontal and vertical axis in I, o is the
origin of the coordinate system and « is a scale factor (see Appendix A).

In the same way, we now want to relate 2 images, e.g. training and testing images, observing
two different calibrated scenes with 2 different subjects performing the same action from two
similar viewing angles. These images can potentially be related through a vertical plane centered
in the human body following Eq. 4.5 . The problem is to select the vertical plane that will
optimize the 2D shape correspondence between the 2 images. We choose to select this vertical
plane in the training image, where the azimuth angle 6 is known and the camera is in an
approximately horizontal position (i.e. elevation angle ¢ = 0), and consider the closest vertical
plane centered on the human body: if a camera view ® is defined by its azimuth and elevation
angles (0, ) on the viewing hemisphere (Fig. 4.2a), the closest vertical plane II is the plane
defined as (6, 0).

Figure 4.5: Projection on the vertical plane: examples of original and warped images resulting from applying
the homography Hry, . ¢, for frontal (a) and “rear-diagonal” (b) views of the Mobo dataset.

Thus, considering a set of training views {@v}vN:”Jl, the associated homographies
{Hg, 11, }f)\[;l relating each view and its closest vertical plane II, centered on the human
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body are computed during the off-line stage (following Eq. 4.7) and stored for online use?.

Each vertical plane II, is spanned by the vertical Z-axis and a reference horizontal vector
G, € (II, ATlgq). Examples of projection on a vertical plane are given for 2 of the 8 Mobo
training views in Fig. 4.5. The perspective distortion, particularly severe in the front view (large
head and short legs), is corrected: the image appears distorted but the global figure recovers
real morphological proportions in the front view (Fig. 4.5a) while we can observe how the
transformation tends to place the feet at the same vertical position and remove the perspective
effect for the rear-diagonal (Fig. 4.5b) view.
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Figure 4.6: Schematical representation of the transformation between 2 images through a vertical plane:
testing image I and training image plane ®, can be related through a vertical plane IT,. The transformation
Py, m, 1 is obtained as the product of He, « 11, and Hyy .y while the inverse projection Py ¢, can be obtained
as the product of Hy, i, = (Hp, ;)" ! and Hp, o, = (He, <, )

Given a testing image I with an observed human at location (X,Y’) on the ground plane
IIyq, the azimuth 6 € [—7, 7] (i.e. camera viewpoint or the subject’s orientation w.r.t. the
camera) is defined on the ground as:

§=CV, (4.8)
where vectors C and V € R? are the projections on the ground plane 14 of the camera viewing

direction and the orientation vector respectively?. The viewing direction is defined as the line
connecting the subject and camera (originating from the camera center) and the orientation

3The training views considered in this work are not exactly frontal explaining why Hp, ¢, are taken into
account.
4The angle 6 is ™ when the subject is facing the camera and 6 is 0 when facing away.
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direction is a vector perpendicular to the shoulder line of the subject pointing in the direction
he or she is facing (see Fig. 4.6). Note that C is easily evaluated as:

C:E%y (4.9)

where (X¢, Y¢) is the projection on the ground plane of the camera center °. The direction of
V can be found by rotating C around the Z-axis if 6 is known:

VxR()-C, (4.10)
where R(.) denotes a 2 x 2 rotation matrix.
Table 4.1: Azimuth 6, = é;v and VE}\v angle defining the vertical plane IT, for the 8 training viewpoints of

the MoBo dataset (Fig. 4.2): lateral (L1 & L), diagonal (D1 & D2), rear-diagonal (RD1 & RD3), front (F)
and back (B) views.

View
RD; Ly D; F Do Lo RD, B
T T 3 3 s T
0 I bl T ™ —7 3 1 0
T T T T 3 3 s
VG, i 0 —1 —3 —7 ™ T 3

Given {0, = ﬁf}i\gl the N, training values for 6 (cf Tab. 4.1) and given an estimation

of # for the observed subject, a training view ®,, is selected so that:
v=arg min |0 — 0, 4.11
5, min |00, (411)

The transformation Pg, 1,7 (illustrated in Fig. 4.6) between input image I and ®, through the
vertical plane II,, can then potentially be obtained as the product:

Po,n,r=Ho, 1, Hp,«r, (4.12)

up to a rotational ambiguity. The problem now consists of finding the plane I, in the image I,
i.e. the vanishing points of the 3D directions, and compute Hy,. ; = (Hz 11,) ! from Eq. 4.7.
The plane II, is spanned by the vertical Z-axis and a horizontal axis G = G, which can be
found in the real 3D world by rotating V about the Z-axis:

G x R(VG,) - V. (4.13)

The training values for \TG\U are given in Tab. 4.1. Two real world 3D points Xy, Xp are
then selected on the ground floor along the G-axis at each side of the subject (see Fig. 4.7a).
In practice, we select 2 points at 50 cm from the subject. X and Xy are then reprojected in
the image [ obtaining x; = H,X; and xp = Hy X, where X;, X € P? are expressed in the
ground plane coordinates. These two image points can be used to localize the vanishing point
v along real-world G-axis in the image (Fig. 4.7b) as follows:

v, = (xp xxp) x1, (4.14)

where x represents the vector product, and 1 € P? is the vanishing line of the ground plane (see
[ , ] for details).

5As indicated in | , ], the vanishing point is the image of the vertical “footprint”
of the camera centre on the ground plane, i.e. : X = (Hg)™ ! v, with X¢ = (X¢, Yo).
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Figure 4.7: Projection to Vertical Plane. Four real world coplanar points are selected on II, : X, Xg, Xp
on the ground plane II,4 along the G-axis and X g the center of the head (a). The four points are reprojected
in the image I obtaining x; = HgX;, xp = HgXp, xp = HgXp and x5 = H, X (b). The image points
along the G-axis are then used to localize the vanishing point vg. The homography Hyy . relating the input
image with the selected vertical plane is then obtained from vanishing points vz and v¢ following Eq. 4.7. The
scale factor o in Hyy .y is then computed so that the height to width ratio stays constant between the set of
reprojected points {X’ , X%, X%, X’} in (c) and the original real-world points {Xp,Xg,Xr,Xg}.

The computation of Hyy, . ; relating the input image with the selected vertical plane is then
obtained following Eq. 4.7. The scale factor « in Eq. 4.7 is evaluated using four known coplanar
points® in the real-world vertical plane II,: X, X (from above), the subject’s ground floor
location X and X, the center of the subject’s head, i.e. the vertical projection on the head
plane ITj, of the ground floor location (see Fig. 4.7a). The images x; = H,X;, xp = HXp,
xp = Hy X and x5 = H, X of these four points in I (Fig. 4.7b) are reprojected in the plane
I, using Hy, . ; obtaining X}, X%, X% and X € R? (Fig. 4.7c). The scale factor a in
Hp, . is then computed so that the height to width ratio stays constant between the set of
reprojected points {X7, X', X%, X4} and the original real-world points {Xr,Xg, Xp,Xg},
ie.

IXe =Xpll Xy =Xpll_ [[ha(Xy) = ha(Xp)l|
= Xoll 1~ Xl [Tha () — ha L)

(4.15)

where, for ease of notation, we define the one-to-one mapping function h, : R? — R? which
transforms image points to plane II, using the homography Hp 1 X = ha(x) & X =
Hp, ;- x. In our case, we assume the head is at 170 cm from the floor (average human height)
and select X and Xg to be 100 cm apart, we thus have to find o which minimizes:

e i halx) — ha(xp)]
Ble) = LT = ) — e |

i.e. a convex optimization problem which is easily solved by gradient descent search.

Finally, once Hyy, «r has been calculated, Pg, 11,7 can be computed using Eq. 4.12. The
rotational ambiguity in choosing the coordinate system is resolved using the same four
points and checking that the vectors U, U’ € R? resulting from the two cross products
U= (X Xpg) x (XpXpg) and U = (X[ X%) x (X X;) point in the same direction, otherwise
the G-axis is flipped in matrix H, . ;. Eq. 4.12 becomes:

(4.16)

Hs, . m, - Hm, 1 ifU-uU >0,
Po,m,1= -1 0 0 (4.17)
He,emn,-| 0 1 0| -Hy, . otherwise.
0 0 1

6Note that even if four points have been considered in our implementation, three points would be sufficient.
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Algorithm 3: Projection Image to Training View.
input : Triplet (X,Y,0).
output: Projective Transformation Pg 1, 1.

e Select the training view @, (cf. Eq. 4.11);

e Compute camera viewing direction C (cf. Eq. 4.9) ;

e Find orientation vector V (cf. Eq. 4.10);

e Find the real-world G-axis defining I, (cf. Eq. 4.13);
e Localize the vanishing point v, using Eq. 4.14;

e Calculate Hyy,. ;= (Hz )" ! using Eq. 4.7;

e Compute the scale factor a (cf. Eq. 4.16);

e Calculate Pg 11,1 using Eq. 4.17;

The entire process leading to the computation of the projective transformation Pg, 1,1 is
summarized in Alg. 3.

4.3.1 Qualitative Results using Ground Truth Data

Figure 4.8: Examples of projections to training planes for Walk! (a) and Walk3 (b and c) sequences [Caviar,
2004]. The homographies are computed using “ground truth” locations (X,Y) and viewpoints 6 which are
estimated from the manual labelling of head location in consecutive frames, the angle 6 being estimated from
the direction of motion. For each sequence, we show (from top to bottom): head and feet trajectories in the
image I and corresponding trajectory (X,Y) on the floor with vectors C and V, the regions of interest, the
viewpoint § and selected training view ®, considered to compute Py 1 7, and finally the warped images Iy x, vy
for frames 1, 20, ...160,200 in (a), frames 1,15,...,150 in (b) and frames 1, 15,...,150, 160 in (c). See dataset
details in Tab. 5.1.
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First, we conduct a qualitative evaluation of the proposed projective transformation
employing manually labelled head locations in several sequences to generate ground truth data
for triplets (X,Y,0).

A series of gait sequences have thus been selected from the Caviar project database | ,

]: in these sequences people are walking in various directions and the changing perspective
effect can be observed. For each sequence, the trajectory {Xt,Yt}iV:tl on the ground floor is
directly recovered from the manual labelling using Hj, which relates the head plane in the image
with the ground plane Il,4. Supposing that the subject is facing in the direction of motion, we
estimate the direction V; and consequently the viewpoint angle 6; at time ¢ from the trajectory
{Xtﬂ Yl—f}ivzfl :

Ct . Vt

0, = -
¢ = arecos (e TV

), (4.18)

with V; = [X; — X;_1,Y; = Y;_1]7T and C; from Eq. 4.9. Projections on training plane obtained
using the resulting data {(X, Y, Gt)}f[:fl are given in Fig. 4.8. For each presented sequence,
we show (from top to bottom) the trajectory in the image and its projection on the real-world
ground plane { X}, Yt}i\ﬁl, the extracted subimages, the viewpoints {et}i\21 with corresponding
training views and, finally, the transformed sub-images I x,y for several selected frames. We
can observe the smoothness of the different trajectories and how the viewpoint 6 slowly changes
along the sequences. The regions of interest around the subjects are normalized and projected
onto the adequate model plane and the perspective distortion seems corrected.

4.4 View-invariant Pose Analysis

The resulting warped images can be processed to estimate a pose using the silhouette-based
model framework presented in the previous part of this thesis. In this section, the viewpoint 6
is also estimated from the trajectory on the floor but, to ensure an automatic and reliable
estimation of ground plane position, we employ a head-tracker based on Kalman filter to
estimate the head location in consecutive frames.

A simple but effective way of locating people in an image relies on detecting their head. First
of all, the head is the easiest human feature to detect because of the low variability of its shape
and its top position in the body. Moreover, in a sequence taken by a rooftop camera, the head is
the most visible feature since it is less likely to be occluded. Finally, in a calibrated environment,
a good estimation of the ground plane position (X, ¥) can be obtained by projecting vertically
the head position.

Many papers propose computing the vertical histogram of the foreground blob and scanning
it, searching for peaks as possible head candidates |

, ]. The problem with this method is that it cannot detect headb in the interior of
the blob as shown in Fig. 4.9.a-1. In | , ], the authors extend this head
candidates search by using a head-shoulder model. Following a similar approach, we train such
a model by considering only the upper landmarks of our training shapes and learn a mixture
of linear head shape models.

When given a selected blob (filtered w.r.t its size, position and area), we compute the
possible head candidates by searching for local peaks (local maxima) in the direction towards
the vertical vanishing point vz. We also compute the feet candidates (local minima) and the
corresponding probable head location (see Fig. 4.9.a-2). The head shape model is then applied
to all the selected head candidates and the confidence weight of each hypothesis is evaluated
by edge matching error. An example is given in Fig. 4.9.a-3. In this way, non-human blobs
resulting from shadows and reflections are dismissed.
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Figure 4.9: (a) View invariant head detector: An example with multiple pedestrians from MeetCrowd sequence
[Caviar, 2004] is proposed (clockwise from upper left): (1) vertical histogram of the foreground blob, (2) head
(crosses) and feet (dots) candidates computed using distance to the vertical vanishing point, (3) detected heads
and (4) corresponding trajectories on the ground floor. (b) View invariant tracking based on head detector:
Ground Plane trajectory of Walk3 sequence [Caviar, 2004] extracted using the head-based tracker.

Algorithm 4: Human tracking based on head detector

1. ()A(, ?) is predicted by the Kalman filter.
2. x5; =H, - [X,V,1]T.
3. Head shape model fitted around xp obtaining x/; .

4. Filter parameters updated using [X, V;1]7 = Hy, ' - x; and 6 evaluation from the
ground plane trajectory following Eq. 4.18.

5. 68, X and Y sent to the diagram block B in Fig. 4.3.

The system is initialized in the first frames, estimating xz by a rough fitting of our model
as in [Zhao and Nevatia, 2002]. A tracking is then applied, the state of the each pedestrian
(ground plane position (X, Y)) being estimated at each time step using a Kalman filter as in
[Zhao and Nevatia, 2004]. The tracking process is detailed in Algorithm 4. Figure 4.9.b shows
an example of head-based tracking for an entire sequence. Our view-invariant head tracker
has shown to be robust, even with difficult cases such as people moving in groups and partial
occlusions.

Ground plane location (X, Y) and viewpoint € are then estimated frame to frame, allowing
the selection of a training view and the computation of the projective transformation Pg, 11, 1.
The input image is projected and later processed in the view-based human segmentation
diagram block in Fig. 4.3. Two examples are presented in Fig. 4.10 for view RD; (up) and F
(down): the candidate Region of Interest in the image Iro; (Fig. 4.10a) is warped to the correct
model plane obtaining I x, v (Fig. 4.10b). The foreground information (Fig. 4.10c) is then used
to estimate both 2D shape and 2D pose (Fig. 4.10d) using the view-based shape-skeleton models
from the previous chapter. The 2D features can be back-projected to the original image plane
(Fig. 4.10e).



4.5 Experiments 65

Figure 4.10: Two examples of view-based shape registration and pose estimation are presented for view RD1
(up) and F (down). In both cases, the original image (a) is warped to the corresponding plane (b). The
foreground information (c) is used to apply the view-based pose-silhouette model leading to the estimation of
both 2D shape and 2D skeleton in the projected image (d). Shape and 2D pose can then be back-projected to
the original image plane (e).

4.5 Experiments

For the evaluation of the framework, the gait sequences from Sec. 4.3.1 are processed. As we
expected, since the orientation is estimated from the direction of motion, the system fails with
stationary cases.

In Fig.4.11, we present the silhouettes and 2D poses that have been extracted from the
sequence presented in the Walk3: we can observe how the direction of motion slowly changes
along the sequence and how the images are projected on the selected model plane. The resulting
shapes are not perfect but, given the complexity of the task (low resolution and high perspective
effect), we find them reasonably good. However, while the 2D pose is well estimated during
most of the presented sequence (when the viewpoint is lateral or diagonal), we can see that the
sequentiality of the motion is lost in the last third of the sequence. As in Sect. 3.5.1.2 where
we observed a similar effect with the “WalkiCircle” sequence, this is due to the very low shape
variability in the back view where it is very complicated to distinguish a state from another.

We observe that acceptable results are obtained with single walking subjects. However, the
reliability of the warping, and consequently the accuracy of the silhouette and pose estimate,
seem to strongly depend on the precision with which both ground plane position (X, Y) and
orientation 6 are estimated.

4.5.1 Numerical Evaluation of the Effect of Noise

To numerically evaluate this dependence, we conduct a series of simulations using a set of
testing ground truth poses {k{7 -+ k§Z } and a set of sampled training poses {{kY};"; }),
(i.e. Ny poses for each training view ®,). Each pose is made of 13 hand-labelled 2D joints:
K = [Xpy, ooy Xkys) € RZX13. For each tested frame ¢t € {1, Ngr}, we compute the projective
transformation Py, ¢, using ground truth location (X¢,Y;) and viewpoint 6; from above with
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Figure 4.11: Shape and 2D pose estimated using our tracking framework for the Walk3 sequence. For each
presented frame, we show (from right to left): foreground image projected on the training plane and processed
with our view-based model, image projected on the training plane with estimated shape and 2D pose, image
projected on the vertical plane with estimated shape and 2D pose and representation of shape and 2D pose
backprojected in the original image.
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additive Gaussian white noises (nxy and ng of variance 0%, and 09 respectively) and align
the Ny training poses {kj ---k%, } from the selected viewpoint ®,, obtaining {k{’¢™ - - - k{7
with Vi € {1, Np}:

XM =Pro,a, Xy, 00 Vi€ {1,13}. (4.19)

We then compute the average pose error over the testing set taking the closest aligned pose for
each frame t:

1 Ngr
Hom : GT 1,Hom
= — dp (ki k; 4.2
€ NGT§ emin | di(le k™), (4.20)
where dj, defined as:

di(k, k') & — 13 E [[xk, x2j|| (4.21)

is the average Root Mean Square Error over the 13 2D-joints (called RMS 2D Pose Error from
now on).

We repeat the same operation considering a simple Euclidean 2D similarity transformation
T to align training poses to the tested images and compute:

P GT 1.Si
NGT tz: zefrllll{flT}dk (k' k7 t™), (4.22)
where k%™ = [xffm X,ff,:”] € R2*13 with:
xp™ =T -xy,, Vj € {1,13}. (4.23)
The similarity is defined as:
T -x=u+sR
(7)-x, Vx € R2,(4.24)in which (u, 7, s) are offset, rotation angle and scaling factor respectively.

These parameters are readily calculated using head center xy and “feet” location on the ground
floor xp in training and testing images.

The results obtained when varying oxy and oy are given in Fig. 4.12. The average
pose error almost linearly increases with increasing localization noise nxy for both alignment
methods, slightly more for the proposed homographic alignment (Fig. 4.12a). A slight noise
in the viewpoint estimation oy < {5 does not seem to affect any of the 2 alignment methods
(Fig. 4.12b). However, while the error with similarity seems to linearly increase with increasing
viewpoint noise 7y for higher noise levels, the effect is much more pronounced for the projective
alignment. By augmenting oy, we slowly increase the possibility of picking the wrong view which
has more important consequences when a homography is employed between training and testing
view planes instead of a simple Euclidean transformation. The benefit of using a homographic
alignment rapidly decreases with the amount of added noise in viewpoint estimation oy > & and
the error even gets larger than the one obtained with a similarity transformation for o > %.

4.6 Conclusions

The view-invariant approach we have proposed in this chapter can be applied to any type of
2D model or exemplar-based technique. The viewing angle is discretized into a finite number
of training viewpoints and a framework of view-based models is constructed. Then, when
processing a sequence, the adequate training view is selected by estimating the orientation on
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Figure 4.12: Effect of noise on 2D pose estimation: the average RMS 2D pose error (in pixels) is computed
over a set of manually labelled testing poses and a set of training poses aligned using homographic (Hom) and
similarity (Sim) alignments. The results are obtained varying the variance of the additive Gaussian white noise
which has been added to (a) the ground truth location (X,Y") (in cm) and (b) the viewpoint angle 0 (in radians).

the ground plane. The viewpoint correspondence is thus established by projecting the input
image onto this training plane and finally the selected view-based model is employed for feature
extraction in the warped image. To ensure a reliable estimation of both ground plane position
and motion direction, indispensable for obtaining the right warping, we have developed a view-
invariant head-based tracker.

Acceptable results have been obtained for sequences with a single walking subject but we
identified two main drawbacks: 1) the employed model does not handle pose ambiguities and
does not recover from drifting and, 2) more importantly, the result greatly depends on the
accuracy achieved when estimating both location (X,Y") and orientation . We have numerically
evaluated the effect of noise on pose estimation. Our framework performs sufficiently well when
an accurate estimation of both ground plane location and orientation (i.e. viewpoint) can be
made but, with high levels of noise, the effect on pose estimation is much more pronounced for
our proposed projective alignment. These results explain why the estimation of the viewpoint 6
from the ground plane trajectory is not satisfactory for our purpose. Even if it gives interesting
results in case of constant speed motions, this method is not accurate enough and too sensitive to
noisy measurements (e.g. with partial occlusions). Moreover, the estimation of the orientation
from the direction of motion does not allow working with stationary cases. Therefore, in the
next chapter, we will propose a tracking framework with a stochastic approach for estimating
both location and viewpoint, and search for the optimum projective transformation by sampling
multiple possible values for 6 at multiple locations (X,Y).
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View-invariant 3D Pose Tracking

5.1 Introduction

The goal in this chapter is to track and estimate the 3D pose of multiple walking people
by means of view-based models independently of the point of view from which the scene is
observed. As in the previous chapter, we will consider a discrete set of training views and
exploit projective geometry to find view-invariance. We propose a stochastic approach for
estimating both ground plane location and camera viewpoint, and improve the search of the
optimum projective transformation for pose recognition by sampling multiple possible values
for 6 at multiple locations (X,Y’). Applying a different projective transformation to the input
image for each sampled triplet (X,Y,#) and processing each resulting warped image in a bottom-
up manner as we did in the previous chapter would be computationally inefficient. We instead
consider a stochastic top-down approach for body pose (and associated appearance descriptor).
The idea is to learn mappings between a body pose manifold and the 2D silhouette features
(shape). For each triplet, a pose is then sampled on this manifold and the corresponding shape
is evaluated in the original input image using the inverse homographic transformation. This
approach will make the system more robust to possible drifting compared to the model employed
previously in this thesis as it can maintain multiple hypotheses through time.

5.1.1 Related Work

3D pose tracking. Stochastic models have come to be the dominant way of approaching the
problem of articulated 3D human body tracking: an approximate inference technique, usually
a particle filtering, is used to tractably estimate the high-dimensional posture space |
) ) ) ) ) ) b b

, , , , ]. Particle filtering allows modeling
non-Gaussian multi-modal distributions and can maintain multiple hypotheses through time.
However, the number of particles required to achieve an acceptable result considerably increases
with the dimensionality of the search space. The number of degrees-of-freedom (generally
more than 30) and the high dimensionality of the state space (i.e. valid poses) make the
tracking problem computationally difficult. The search space gets even larger when the tracking
algorithm also has to estimate the location, orientation and scale of the subject in the image
or in the scene as in | , ]. Some work has investigated the use of learnt models
of human motion to constrain the search in state space by providing strong priors on motion
[ , , , ]. Others have focused their research on the problem of
dimensionality reduction for pose tracking and proposed to use low dimensional embedding of

)
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human motion data: Gaussian process latent variable model (GPLVM) | , ,

, , , ], Locally Linear Embedding (LLE) [ , 1,
supervised manifold learning | , , , ] or coordinated
mixture of factor analysers | , | are some examples.

Most existing systems [ , , , ]
typically assume that the camera axis is parallel to the ground i.e. elevation angle ¢ = 0
(see Fig. 4.2a for angle definition) and that the observed people are vertically displayed i.e.
rotation angle v = 0. They discretize the viewpoint in a circle around the subjects, selecting

a set of values for the azimuth 6: 36 orientations in | ) ], 16 in |

, ], 12 in | , ] and 8 in [ ,

, , , ]. Results have been presented using dlfferent testing
datasets in laboratory environments like HumanEva | , | or challenging street
views as in | , , , ], but generally training and testing

images are captured from a similar environment or with a similar camera tilt angle. Very few
present numerical evaluation of human pose tracking on surveillance scenario with low resolution
and high perspective distortion, and few pose tracking algorithms exploit the key constraints
provided by scene calibration which is available in a large number of real surveillance system.

[ | presented tracking results in crowded video-surveillance sequences using a
coarse 3D model but no body pose was estimated.

5.1.2 Overview

We tackle the problem of view-invariant 3D body pose tracking and explore the use of projective
shape matching in a particle filtering framework which jointly explores a low dimensional
pose-viewpoint manifold and the real world ground plane. Our approach is motivated by
the encouraging preliminary results for view-invariant human motion analysis obtained in the
previous chapter and in our earlier work [ , ] and the recent advances in low-
dimensional manifold learning for human pose tracking |

, ]. Given its proven effectiveness, we choose to model 3D Walkmg poses using a low
dimensional torus manifold for camera viewpoint and pose as in | , ]. We
map this manifold to our view-based silhouette manifolds using kernel-based regressors, which
are learnt using a Relevance Vector Machine (RVM). Given a point on the surface of the torus,
the resulting generative model can regress the corresponding pose and view-based silhouette as
illustrated in Fig. 5.2b.

During the online stage, 3D body poses are thus tracked using a recursive Bayesian sampling
conducted jointly over the scene’s ground plane and this pose-viewpoint torus manifold. For
each sample, the homography that relates the corresponding training plane to the image points
can be calculated using the dominant 3D directions of the scene, the sampled location on the
ground plane and the sampled camera view as explained in the previous chapter. Each regressed
silhouette shape is then projected using the projective transformation and matched in the image
to estimate its observation likelihood. Our tracking framework is depicted in Fig. 5.1.

The rest of the chapter is organized as follows: in Sect. 5.2, we introduce the torus
manifold for pose and appearance modeling. In Sect. 5.3, we detail our tracking framework.
Experimentations with qualitative and quantitative evaluations are presented in Sect. 5.4 and
some conclusions are finally drawn in Sect. 5.5.
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Figure 5.1: System Flowchart: the 3D body poses are tracked using a recursive Bayesian sampling conducted
jointly over the scene’s ground plane (X,Y’) and the pose-viewpoint (6, 1) torus manifold ([Elgammal and Lee,
2009]). For each sample n, a projective transformation relating the corresponding training plane and the image

points is calculated using the dominant 3D directions of the scene, the sampled location on the ground plane

(Xt(n), Yt(n)) and the sampled camera view G,Em. Each regressed silhouette shape sﬁ”’ is projected using this

/(n)

homographic transformation obtaining s,/ which is later matched in the image to estimate its likelihood and
consequently the importance weight. A state, i.e. an oriented 3D pose in 3D scene, is then estimated from the
sample set.

5.2 Torus Manifold for Pose and Appearance Modeling

Full body pose configurations are necessarily high dimensional; in our case, we use 13 3D-joint
locations in a human-centered coordinate system for our representation which results in a 39-
dimensional pose configuration. To reduce the problem of high dimensionality in the learning
stages, a dimensionality reduction step is needed to identify a low-dimensional embedding of the
pose space. As we focus on the walking action which is cyclic, we consider a low-dimensional
manifold embedding both camera viewing angle and body pose together and jointly model
them by means of a torus manifold. Elgammal and Lee [2009] numerically demonstrated with
experimental evaluation that the supervised torus embedding shows much better performances
than unsupervised manifold representations (LLE, Isomap, GPLVM).
If € [0, 1) is the body pose configuration on the torus and 6 € [—m, 7] is the viewing angle

! then the torus manifold illustrated in Fig. 5.2b can be defined parametrically in Euclidean
space by:

x = (R +rcos2mpu)cosb,

y = (R4 rcos2mp)sinb, (5.1)

z=rsin2mp

where R is the “major radius”, i.e. the distance from the center of the tube to the center of
the torus, and r is the “minor radius”, i.e. the radius of the tube.

5.2.1 Body Pose Modeling

The training sequences are mapped onto the surface of the torus. We refer the reader to
[Elgammal and Lee, 2009] for details. We learn the mapping back to the original data space
from the torus manifold with a kernel regressor:

K= fp(:uﬂe) - WP(I’P(J:’ Y, Z)’ (52)

INote that for consistency with previous sections, we keep the viewpoint parameter as an angle while
Elgammal and Lee [2009] define both viewpoint and action parameter in [0, 1) space.
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1§ )
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Figure 5.2: (a) Data used in this chapter: example of a training 3D pose and its 8 view-based 2D silhouettes
and 2D poses extracted from the MoBo dataset. (b) Pose-viewpoint torus manifold (adapted from [Elgammal
and Lee, 2009]) learned using the Mobo dataset. The 2 dimensions of the surface represent gait cycle and
camera viewpoint. We represent 8 different views of a same pose (blue circle), and 6 different poses from a same
viewpoint (green circle).

where K € R3X13 is the orientated body pose configuration in the original 3D pose training
space, ®, is a vector of kernel functions and W, is a matrix of weights®. The matrix W, is
learnt using a Relevance Vector Machine (RVM). We use radial basis functions as the kernel
functions in ®, computed at the training data locations. Any point (x,8) € [0, 1) x [—m, 7],
on the surface of the torus, can be directly mapped to an oriented 3D pose.

5.2.2 Appearance Modeling

Different shape representations have been used for human silhouettes in recent literature,
including parametric B-splines [[sard and Blake, 1998], shape context [Belongie et al., 2002,
Mori and Malik, 2006], level-sets [Cremers, 2006], pose-adaptive shape descriptors [Lin and
Davis, 2010] and distance transform [Jaeggli et al., 2009, Elgammal and Lee, 2009]. Again, we
select the landmark parameterization [Baumberg and Hogg, 1994, Siebel and Maybank, 2002b,

Giebel et al., 2004], i.e. a set of N; 2D-landmarks, to represent the silhouette:
§ = [Xeys oo Xay, | € RPN (5.3)

Although non-linearity and normalization issues can appear during the training phase as we
discussed in chapter 2, landmark-based shape representations are lower dimensional and much
simpler to manipulate and transform. They also facilitate a very quick matching with the image
making them ideal in a top down particle filtering framework.

2As done in [Elgammal and Lee, 2009], we map from the Euclidean space where the torus lives and not from
the coordinate system (u,6) since this coordinate system is not continuous at the boundary.
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We now model the generative mapping from embedded pose p to silhouette descriptors s
that allows us to predict image appearance given an hypothesis for the pose p and for the
body orientation or camera viewpoint 6. In this work, the viewing hemisphere is discretized
into a finite number N, of training viewpoints {Gv}iv:”l varying the azimuth angle (see example
in Fig. 5.2a). For each training viewpoint a mapping is learnt from the torus manifolds to
the corresponding view-based silhouette manifold, which are learnt using a Relevance Vector
Machine (RVM):

s = fo(p,0), Yp €0, 1), V0 € {0,})2,, (5.4)

with
fs(p,0) = W@ (z,y,2). (5.5)

Once again, the mapping fs(u,8) is learnt using RVM with weights W and kernel functions
®,(u,0). Given a point (u,0) € [0, 1) x {0,---,0n,} on the torus manifold, the resulting
generative model can generate the corresponding view-based silhouette. Note that in this work,
the shape descriptor s is augmented with the 13 2D-joints k = [xg,,...., Xg,;] € R**13 to
facilitate the estimation of a 2D pose error in the experiment Section.

5.3 Recursive Bayesian Sampling

5.3.1 Formulation.

At each time step, we simultaneously perform body pose estimation and image localisation since
both processes can benefit from the coupling of the posture and image location as demonstrated
in | , ]. As explained in Sect. 4.2.2; the advantage of assuming a calibrated
environment and a planar ground plane is the considerable reduction of the search space as
image location, scale and rotation can be recovered from the real world ground plane location.
Thus, we define the state vector of the target as:

Xe = [Xe Yi 0 e ], (5.6)

consisting of the real-world ground plane location (X¢, Y;) and the embedding coordinates on the
torus surface (pu,6;) € [0, 1) x [—m, w]. The calibration of the scene and the torus embedding
help us to face a much more tractable problem as the search has to be performed in a 4-
dimensional state space while, for instance, [ ] explore a 10-dimensional space.

We formulate the tracking problem as a Bayesian inference task, where the state of the
tracked subject is recursively estimated at each time step given the evidence (image data) up to
that moment. Formally, within the Bayesian filtering framework, we formulate the computation
of the posterior distribution p(x:|I;) of our model parameters x; over time as follows:

p(xe|Te) o p(Lilxe) p(xe Te—1), (5.7)

where I, is the image sequence up to time ¢ and p(I¢|x¢) is the likelihood of observing the image
I; given the parameterization y; of our model at time ¢, in other words the observation density.
Finally p(x¢|I;—1) is the a priori density, which is the result of applying the dynamic model
p(xt|xt—1) to the a posteriori density p(xi—1|Li—1) of the previous time step:

p(xelle—1) = /p(Xt|Xt71>p(Xt71|It71)dXt71~ (5.8)

Unfortunately, when the involved distributions are non-Gaussian, Eq. (5.7) cannot be solved
analytically. Instead, we use a particle filter | , , ,

b
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, | in order to approximate the true posterior pdf p(x:|1;) by means of

a discrete weighted set of samples {x§”)7 w,S”) N

N
POl = 3 mMa (™), (5.9)
n=1

where for each particle, § denotes the Dirac delta and ﬂt(") is the normalized importance weight
which is directly derived from measurement likelihood:

7T,£ ) — Np( t|Xt )(n/) ’ (510)
Zn’:lp(1t|xt )
as defined in | ) ].Hence, whilst the likelihood function decides which particles

are worth propagating, the dynamic model is responsible for guiding the exploration through
the state space.

5.3.2 Dynamic Model.

Since a static camera is being considered in this work, and assuming the people face along
the direction of motion, we model the dependence of viewpoint on ground plane location
while we assume statistical independence between the remaining state variables®. The
dynamic model p(x¢|x:—1) is thus a product of four dynamic models, i.e. p(x¢lxi—1) =
P(X | X1, 00—1)p(Ye|Yi1, 00— 1)p(0c]0r—1)p(pae| pre—1)-

Therefore, our state model has the following form on the torus manifold:

0; = 0;_1 + ng, (5.11)

=0 ST B+ T 12

where ng, n, and n; are zero mean white Gaussian noises (whose variances are set to o9 = 75,
o, = 0.075 and o, = 0.0125 respectively) and dt the time interval between successive frames,

and on the ground plane:
Xe| [ Xeaa Vx 1
b R g I R 1)

where nxy and ny are zero mean white Gaussian noise (with variance set to oxy = lem and
oy = 10cm in our experiments) and [V, Vy]" = V/||V|| is the unit orientation vector relating
6 and the camera viewing direction C (see Eq. 4.8 and Eq. 4.10). In this way, we model the fact
that pedestrians are more likely to move in the facing direction and, after a stationary phase,
we can predict in which way the subject is going to move based on his body orientation (i.e.
viewpoint angle 6).

5.3.3 Image Measurements - Observation Model.

The likelihood function p(I|x) computes how likely it is to observe the image I given the
unknown state x. Given the viewpoint 6 and the location on the ground plane (X,Y), a

3We choose not to model the dependencies between the gait parameter p and the ground plane location
because stride length depends on the subject morphology and walking style.
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training view ®, with angle 6, is selected following Tab. 4.1 and Eq. 4.11. The transformation
Prn,e, = (Po,m, 1)_1 that relates the training plane ®, to the image points is then calculated
using the X, Y, 6 and the dominant 3D directions of the scene following Alg. 3 in Sect. 4.3.
The regressed silhouette descriptor s = fs(u,6,) is then projected on the image I obtaining

s = [xgl,....,ngl] € R¥*Nt_ For each landmark | € {1,N;}, x,, = («,, 9,,) is obtained
following:
X;L = Plnvq)v : sz vl e {17Nl} (514)

The likelihood p(I|x) is now estimated using this projected silhouette s’. To keep the required
time for computing the likelihood of each sample as low as possible, we chose to employ only
low-level processing tasks like background subtraction or edge detection algorithms. Thus, the
observations are based on the edge map I.q4es Of the image, as well as the binary foreground
detection mask Ir,q. The pixel color values are not considered in this work. The joint likelihood
is approximated as:

p(nX) = p(Iedges|X)p(Ifgd‘X)' (515)

The projected silhouette shape s’ is used to compute the first likelihood term p(Zegges|x)
using a Chamfer distance function as in | , ]. Both silhouette s’ and edge map
Ioqges are first decomposed into a number N, of separate orientation channels according to
gradient orientation. The elements of s’ are thus decomposed into N, lists of landmark indexes
{Fv}fyv;l, ie. VI € {1,N;}, 3 v e {1,N,} : 1 € T,. A Distance Transform (DT) of the edge
image I.qges is then computed separately for each channel obtaining {Dw}jyvll and a Chamfer
distance d¢j, € [0, 1] is computed * as:

N.
1 Y
don(s', Loages) = N > Dy, 0k, (5.16)
T y=ller,

where 7, the upper bound on the distance to the edge, is used to threshold the DT image and
increase robustness toward partial occlusion as indicated in [ , ]. We consider
T =5 pixels and N, = 4 orientation bins. Note that the elements in s’ are rounded off before
the computation of the Chamfer distance, i.e. s’ € N2Vt The edge based likelihood function is
then defined as:
P(Ledges|x) = p(Ledgesls'),
(5.17)
X eXp(_Ae dC’h(S/a Iedges))a

i.e. a Laplacian distribution over the distance d¢y, as in | , ]. In this work, we
select A\ = 4 (see Fig. 5.3).

The second likelihood term p(Ifgq|x) aims at comparing two binary silhouettes: s’ and the
detection blob from It4q, obtained by state-of-the-art background subtraction. In surveillance
videos, the problem is not as straightforward as it appears: occlusions, shadows, cluttered
background, motion blur and low image resolution lead to low quality foreground silhouettes.
Some approaches thus consider the foreground image as a binary mask to select foreground edges
[ , ]. To cope with low quality foreground silhouettes, we introduce
a new way to measure the fitness of a shape in a binary image. From s’, we define two sets
of 2D-landmarks constituting two new shapes s™,s°%* € N2V the inner boundary points and
outer boundary points so that VI € {1, N;}:

i) 2 [ ot ana (] & 1] 4
Ll = —dsuy and sl =T 4+ dsug, 5.18
[yél‘ . o yot . s (5.18)

4The DT image takes the set of feature points as input and assigns each location the distance to its nearest
feature.
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Figure 5.3: Likelihood function as a Laplacian distribution exp(—\ d) over the distance d € [0, 1] for several
values of the parameter A. In this work, we consider an acceptable Likelihood function is obtained with A = 4.

(a) (b) (c)

Figure 5.4: Foreground Likelihood: (a) The shape s’ is matched on an input foreground blob. The new shapes
s and s°“! (in green and blue respectively) are the inner and outer boundary points, 2 pixels away from the
original landmarks in s’ . The resulting distance dpgq(s’,Ifgq) = 0.44. The same shapes are represented on
top of the original input image in (b), while in (c) we visualize the same 3 shapes on top of a foreground blob
returning dpgq(s’, Irga) = 0, i.e. a perfect likelihood p(Ifgq|x) = 1.

where uj-l is a unit vector passing through the landmark [ and perpendicular to the shape,

pointing outside of the shape. In this work, we consider §; = 2 pixels (see examples in Fig. 5.4).
We define S, Sour € [0, 1]:

N . .
Sin £ NLl Zl:ll Ifgd<xzs?7 y?lL)v

(5.19)
Sout =1 = 5 Sl Trgalagt, y2rt)

as the shape-to-foreground and shape-to-background similarities respectively. S;,, indicates the
amount of foreground pixels inside the shape s’ while S,; informs on the quantity of background
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outside s’. Finally the resulting distance is defined as:

N Szn + Sout

ngd(S/aIfgd) £1 B

(5.20)
The rationale behind this definition of dpgq is that the distance metric should be high with
noisy segmentation (occlusions and shadows) and zero with perfect matches. The likelihood is
modeled, again, as a Laplacian distribution over this new distance measure:

p(Ifgd|X) X exp(_)‘f ngd(Sl7Ifgd))7 (521)

where Ay is chosen so that the two likelihood terms have the same importance in Eq. 5.15,
ie. Ay = Ac = 4. See examples in Fig. 5.5. On a state-of-the-art laptop with an Intel Core
@ 1.73GHz, the average computation time of the likelihood is about 2 ms per sample (0.4 ms
for p(Leages|x) and 1.6 ms for p(If4q|x) in unoptimized Matlab code and considering N; = 50
landmark points to parameterize the shapes. In Fig. 5.6, the likelihood of the entire sample set
can be visualized for four frames of the Walk2 sequence.

' P
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(a)

Figure 5.5: Likelihood Examples: for Walkl (a) and Walk2 (b) sequences. For each frame, we give the largest
likelihood value (red) over a sample set of 500 particles, and the corresponding foreground p(If4q|x) (green) and
edges p(leqges|x) (blue) likelihood terms. In both sequences, the subject follows a similar path but, in Walkl
(a) the subject wears dark clothes while in Walk2 (b) the subject wears pale clothing against a pale background,
explaining the highest likelihood values in (a) compared to (b). See dataset details in Tab. 5.1.

0

5.3.4 Tracking Multiple Pedestrians.

There is an extensive literature on particle filtering for tracking multiple interacting targets
with a single calibrated camera [MacCormick and Blake, 2000, Smith et al., 2005, Isard and
MacCormick, 2001, Zhao and Nevatia, 2004]. Visual interactions among targets can be exploited
when defining the likelihood term of a multiple-object filter as done in the BraMBLe system
[Isard and MacCormick, 2001]. Dealing with occlusion is simplified when using the 3D positions
of the multiple targets and even more when a roof-top surveillance camera is used. With such
cameras, the heads are almost always visible and complete occlusions rarely occur. We thus
choose to simply instantiate several independent 1-subject trackers and follow a simple but

effective approach to avoid the coalescence of the trackers onto the best-fitting target (e.g.
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Figure 5.6: Visualization of the likelihood for the entire sample set in several frames of the Walk2 sequence.
For each frame, we plot the set of sampled and aligned shapes: darker colors indicate a higher likelihood.

subject wearing dark clothes with a pale background): we model each subject’s 3D occupancy
on the ground floor with a Gaussian probability function centered on the subject’s estimated
location which is then employed to downweight the particles from the other targets. Considering
N, subjects/targets with Ny individual trackers, the samples of each tracker are reweighted
accordingly and the normalized importance weight of the n'"* particle of subject s at time t
thus becomes:
N
mir) o p(Lxit)) T (1= 2o exp(

s'=1

s'#s

IR — X2
— 5 5 9Z))ne, (5.22)

o

g

with Zﬁ;l ’/T,Ez) = 1 and where [|.||4q is the Euclidean distance on the ground floor and o,,
Ao and 7, are defined empirically. Results provided in the next section are obtained with
0, =50cm, A\, =1 and n, = 3.

The approach we follow to deal with multiple targets may seem simplistic at first sight.
However, it performs sufficiently well for the cases we have considered in this work, i.e. no
severe occlusions and basic interactions where a few people meet, chat and walk together. The
problem of multiple target tracking in more complex situations is out-of-scope for this chapter
and we leave for future work the use of a multiple-object filter or a more adequate modeling of
the interactions. The complete tracking algorithm is summarized in Alg. 5.

The state x; at a particular time step is usually estimated using a Monte Carlo
approximation of the expectation of the posterior pdf, i.e. a weighted sum over the set of

samples: )&Mc =&xt] = Zgﬂ XY



5.3 Recursive Bayesian Sampling 79

Algorithm 5: Particle Filter Algorithm

Initialize a sample set {x((J"S) , %}nNzl for each subject s according to prior distribution
P(X0);

for each time step t do
for each subject s do

for each particle n do

Resample {Xgn)l . §n)1,s}71y:1 to obtain a new sample {X;(fl)’s, 1}

I(n ) (),

Propagate x; i , using the dynamic model p(x:|x:-1) to obtain x; /;

Compute hkehhood p(It|X§Z)) from Eq. 5.15;

Update weight wﬁ’g) using Eq. 5.22;

Normalize N weights 7rt s =Ty é)/ Zn 1T
B Estimate the state Xy s ;

An estimation of the state can also be made by selecting one of the particles. For instance,
the maximum a posteriori (MAP) estimate )@MAP given by the particle with the largest
normalized weight has been broadly considered, especially for human pose estimation problems
[ , ]. The Viterbi path finding algorithm can also be considered to choose
one of the samples at each time t and form a trajectory through time and state space that best
satisfies both observation likelihood and temporal prior as in | , ]. Viterbi
estimate )@wt takes into account temporal consistency and can solve possible ambiguities
and multi-modal distributions, which often happen in articulated body tracking. The particle
filter will usually be able to concentrate particles in the main mode of the likelihood function.
However, multiple modes of similar size in the likelihood function might bias MC estimation
)’(}Mc. MAP and Viterbi based methods require a large number of particles to reach the optimal
position precisely leading to high computational cost. Moreover it is not guaranteed that the
optimal position is necessarily sampled, even when a large number of particles are employed.

In this work, we propose a new hybrid way of estimating the state at each time step which
is derived based on the discrete approximation of the posterior but also takes advantage of
the temporal consistency of a Viterbi based estimate. We first define A}V a neighborhood
around XtV’t the sample selected by Viterbi, and consider a local weighted sum of the particles
belonging to that neighborhood:

n n)
. Lmenyit 7T£ )Xi
Xt = et Yy (523)

S nenvie T
neNY it 't

where the neighborhood N,V is defined in the coupled ground floor-torus state space with a
circular region around the Viterbi estimate )avn on both ground floor and torus surface:

NFE 2 L RY = X Pllga < pga A IRY = X llor < pror } (5.24)

where ||.||ga and |[|.||tor are the Euclidean distance on ground floor and torus manifold
respectively while pgq and pio, are the two radii defining the neighborhood on the ground
floor and torus manifold respectively. In our experiments, we set pgq = 10 cm and pyor = 0.1.
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5.4 Experimental Results

The comparison with state-of-the-art work is not straightforward for several reasons. First,

standard testing data sets for pose estimation (e.g. HumanEva | , 1) do not
consider perspective distortion and can not be used in this chapter to offer a quantitative
comparison. We will instead employ the Caviar dataset | , ] that presents very

challenging sequences with perspective distortion but, as far as we know, no pose estimation
results (apart from our work) have been published on this dataset. The ground truth labelled
for this paper on the Caviar dataset will be made publicly available to the scientific community
for further research and comparison. We present in Tab. 5.1 the selected sequences.

Table 5.1: Testing dataset considered in the chapter. The selected sequences belong to the Caviar dataset
[ , ]. Eleven tracks of walking people have been considered for manual ground truth annotation (i.e.
manual localization of the 13 2D-joints defining a 2D pose). For each track, we indicate the selected frames, the
subject ID, the number of available ground truth 2D poses and a short description with possible difficulties.

Sequence Track Upp’ Frames  pol paves Diffenty
Walk1 1 1 260-459 200 200 Dark clothing -
Good segmentation
Walk2 2 9 0304-0468 165 989 Pale clothing -
3 0931-1054 124 Bad segmentation
Walk3 4 3 0500-0649 150 310 Dark clothing -
5 1200-1359 160 Good segmentation
LeftBag_PickedUp 6 4 0314-0413 100 100 The subject carries
a bag
Meet_WalkTogether2 7 2 190-509 320 320 Varied clothing
8 1 209-507 298 color - Occlusions
Meet_Split_3rdGuy 9 5 077-742 666 Varied clothing
10 3 189-506 318 666 color - Occlusions
11 6 332-614 283
Total 6 2784 1885

Many papers consider 3D body pose estimation or localization in real-world images
separately. Few papers [ , ]
tackle both problems sunultaneously as we do, but they pay no attentlon to the problem of
perspective distortion (they consider a camera elevation angle ¢ = 0) and do not include scene
knowledge in their frameworks. Since our system is more complete than state-of-the-art methods
and takes into account a calibration of the camera w.r.t the scene, running these algorithms on
the proposed testing dataset and making a comparison with our results would be unfair.

Nevertheless, we will compare the performances of our complete framework based on
projective geometry with a simpler solution considering a shape alignment based on similarity
(Eq. 4.5.1) and keeping the rest of the framework unchanged. FExisting methods implicitly
[ , , , | or explicitly |

, ] apply a similarity transformatlon between their models and the processed images,
most of the time with only scale and translation elements but without any rotation in the image
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plane (i.e. v = 0 in Eq. 4.5.1)°. Thus, a comparison of the performances of our framework
replacing the projective transformation in Eq. 5.14 by a similarity transformation will provide

a quantitative evaluation of the improvement achieved by our proposal w.r.t. state-of-the-art
6

5.4.1 Settings and Parameters.

We use training silhouettes and 2D/3D poses extracted from the MoBo dataset |

, | illustrated in Fig. 5.2a: for each one of the 8 training views, 15 walking cycles
corresponding to 15 different subjects are temporally aligned, subsampled and averaged to
compute a mean walking cycle made of 100 silhouettes and 2D poses. Thus, 800 silhouettes and
associated 2D poses are used to learn the mapping between the torus manifold and the original
data space. The same operation is performed with the 3D poses which are rotated around the
Z-axis (azimuth ) to cover the entire torus manifold. For each training view, we localize the
horizontal and vertical vanishing points and compute the 8 homographies {Hg, . 11, }o_;-

We remove lens distortion from Caviar testing images and calibrate the camera w.r.t. the
scene by localizing the vertical vanishing point and the horizontal vanishing line, and compute
the homographies H, and H}, from manual annotations.

In this work, we do not address the detection problem and take the ground plane location in
the first frame from ground truth data, but the detector from | , ] would perfectly suit
our framework as it can deal with perspective distortion and has shown significantly improved
detection performance on the Caviar dataset. When a subject appears in the scene, we initialize
a tracker by sampling in the entire space of possible poses and probable viewpoints. Supposing
that the subject is facing in the direction of motion, the most probable viewpoints can defined
based on the location in the first frame and the scene knowledge: e.g. if the subject is entering
the scene by the right side, the viewpoint is most likely to be Ly, D; or RD; and viewpoint
should be sampled in the corresponding part of the torus.

Note that, during tracking, the particles which fall in non-valid areas of the ground plane
(such like walls, plants, etc) are assigned a 0 likelihood. When a subject is not moving, the
likelihood is computed using only the shape landmarks corresponding to the upper part of the
body. Since we model walking poses, our framework is not supposed to recognise standing
poses. When motion is detected after a stationary phase, the tracker is reset by sampling in
the entire space of possible poses.

5.4.2 Experiments.

We ran a series of tests on the selected Caviar sequences varying the number of particles in the
filter. Since randomness is involved in the re-sampling of the particles, to gain better statistical
significance, we perform the same experiments 20 times and from now on we compute numerical
result as the average over these 20 runs. We repeat the same operation using a similarity
transformation instead of our homographic transformation. First we propose to evaluate the
performance of the tracker, independently of the state estimator. We thus consider that a
target has been lost and the localization is not valid if the minimum distance (in the particle
set) to ground truth location exceeds a certain value. We believe that a pose estimation
does not make sense if the nearest particle is 1 meter away from the target true location,

5Most of these techniques are based on a scheme where the images are scanned with a sliding window at
different scales.

6The similarity transformation is computed using 2 reference points in image and model view: head center
and ground floor location recovered from the real world ground plane coordinate (X,Y’) using Hj, and Hg from
Sect. 4.2.2.
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Le. min,eqr Ny (||>?th - XEn)Hgd) > 100 cm. A track is then considered lost when then the

target has been lost during 20 frames or more and has not been recovered in the last frame of
the sequence.
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Figure 5.7: Percentage of lost tracks vs number of particles for similarity and homographic alignment. we
present the average performance over 20 runs of the tracking algorithm on the 11 sequences: a track is considered
lost when the tracking has failed during 20 frames or more (the distance between the nearest particle and ground
truth location is over 1 meter) and it has not recovered by the end of the sequence, i.e. in the last frame the
subject is still one meter away from ground truth for the nearest particle.

Results show that the proposed homographic alignment reduces the average percentage of
lost tracks as can be observed in Fig. 5.7. The percentage of lost tracks decreases with the
number of particles employed in the filter for both methods, but we reach 0% of lost tracks
with 1000 particles and over while 5% of the tracks are still lost when considering 2000 particles
and a similarity transformation. The perspective correction allows for better shape matching
and consequently a more efficient shape-based tracking. If we look at the detailed results
given in Tab. 5.2 and Tab. 5.3, we can observe how, on average, the homographic alignment
outperforms the similarity alignment for 7 of the 11 tested tracks, i.e. it reaches 0% tracking
failure with a smaller particle set (tracks 1, 2, 6, 7, 8, 9 and 10), while performing similarly for
3 other tracks (4, 5 and 11). Good tracking performance requires larger particle sets for the
sequences presenting occlusions and multiple interacting people. We can also see that much
fewer particles are required when a good foreground detection is available: a perfect result is
obtained with our projective alignment method and only 20 particles in sequences where people
wear dark clothes.

If we compute the average number of valid localizations, i.e. the cases where the distance
between the nearest particle and ground truth location is below 1 meter, the tracking usually
looses less targets when a homographic alignment is used rather than a similarity alignment,
(see Fig. 5.8a). We even reach an average of 99% of valid localizations above 1000 particles.

We now evaluate the pose estimation performance and compute a RMS error between the 2D
pose of the best particle and the ground truth 2D pose, thus evaluating the best pose that could
be estimated from the posterior independently of the employed state estimator. In Fig. 5.8b,
we see how the 2D pose error (RMSE between nearest particle and ground truth) decreases
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Table 5.2: Percentage of tracking failure using a similarity transformation for shape alignment. For each of
the 11 selected tracks (see details in Tab. 5.1), we present the average performance over 20 runs of the tracking
algorithm for different number of samples: a track is considered lost when tracking has failed during 20 frames
or more (the distance between the nearest particle and ground truth location is over 1 meter) and it has not
recovered by the end of the sequence.

Alignment Similarity
No. Particles 20 50 100 250 500 1000 2000
Track 1 5 0 0 0 0 0 0
(no 2 95 85 60 5 0 0 0
occlusion) 3 45 0 0 0 0 0 0
4 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0
6 10 0 0 0 0 0 0
Track 7 65 40 25 40 30 25 20
(with 8 35 5 10 5 0 0 0
occlusions) 9 100 70 45 30 10 5 10
10 35 30 15 30 10 5 10
11 20 0 0 0 0 0 0
Average 37.27 21.36 14.09 9.55 4.55 3.18 3.64

Table 5.3: Percentage of tracking failure using the proposed homographic projection for shape alignment. For
each of the 11 selected tracks (see details in Tab. 5.1), we present the average performance over 20 runs of the
tracking algorithm for different number of samples: a track is considered lost when tracking has failed during
20 frames or more (the distance between the nearest particle and ground truth location is over 1 meter) and it
has not recovered by the end of the sequence.

Alignment Homography
No. Particles 20 50 100 250 500 1000 2000
Track 1 0 0 0 0 0 0 0
(no 2 95 60 20 0 0 0 0
occlusion) 3 40 5 0 0 0 0 0
4 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0
Track 7 50 45 10 0 0 0 0
(with 8 40 0 0 0 0 0 0
occlusions) 9 95 65 45 20 15 0 0
10 10 15 10 15 15 0 0
11 40 0 0 0 0 0 0
Average 33.64 16.82 7.73 3.18 2.73 0 0
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Figure 5.8: Tracking Results. Average Performance over 20 runs of the tracking algorithm on the 11 tracks
for similarity and homographic alignment vs number of particles. (a) Percentage of valid localizations (valid if
the distance between nearest particle and ground truth location is below 1 meter), (b) 2D pose error over all
the poses and (c) 2D pose error computed using only valid poses from (a). The pose error in (b) and (c) is
computed as the MRSE between nearest particle and ground truth using the 13 2D-joints in pixels.
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with the number of particles and how the framework, again, performs better when a projective
transformation is used and allows for a more accurate pose estimation. If we compute the same
error using only the valid localizations (from Fig. 5.8a,) we reach lower 2D pose errors, especially
for small particle sets and for the similarity based approach (see Fig. 5.8¢c). This makes sense
because of the larger amount of failed localizations which return a bad pose estimation and
influence the average pose error.

To aid the comparison of pose estimation performance and focus on the pose estimation
when localisation is satisfactory, from now on, we exclude the non-valid poses and the different
errors are computed over poses from valid localizations only. More frames are then considered
for our homography based alignment because of its lower failure rate. We can see in Fig. 5.8c
that the average 2D pose error obtained using our projective transformation is not too far from
the result returned with a similarity transformation despite a qualitative improvement observed
when watching the estimated poses and silhouettes.

This last observation inspired us to carry out a deeper analysis of the different results, in
particular visualize the different rates in function of the distance between the subject and the
camera. In Fig. 5.9, we present the average percentage of valid localizations, the average 2D
pose error and the average ground plane location error varying the maximum distance to the
camera. Results are presented for different sized particle sets. In the middle row, we can
observe that the average pose error globally decreases as we augment the maximum distance
to the camera and add new poses further away. The opposite happens with the ground plane
location error. This is expected because when people move away from the camera their size in
the image gets smaller. Thus, the 2D pose gets smaller when moving away from the camera
leading to a consecutive lower 2D pose error while an accurate localization on the ground plane
becomes more difficult with the distance. We should also point out that the different errors
are computed using a ground truth data obtained from manual labelling and the accuracy and
reliability of this labelling also decrease with the distance to the camera.

From Fig. 5.9, we can clearly observe that the improvement in terms of pose and ground
plane localization is globally obtained when the subjects are close to the camera. This makes
perfect sense since the viewpoint changes when a subject goes far away from the camera and
tends to a tilt angle ¢ = 0 which is similar to the training viewpoint employed in this thesis.
It seems that when the subject moves far away from the camera, a projective transformation
is not required and a similarity transformation could be enough.

In Fig. 5.10, we present the average 2D pose error obtained when estimating the state at
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Figure 5.9: Detailed performances w.r.t. the distance to the camera: percentage of valid localizations (top
row), 2D pose error (middle row) and (X,Y) ground plane localization error (bottom row) are represented (from
left to right) for 20, 50, 100, 250, 500, 1000 and 2000 particles. Note that the different values are computed
using the poses from 0 meter up to the given distance to the camera. Only valid localizations from the top
row have been used to compute the performances in middle and bottom rows. Again 2D pose error and (X,Y)
ground plane localization error are computed as the MRSE between nearest particle and ground truth using the
13 2D-joints locations in pixels and the 2D location in cm respectively.

each time step using the Monte Carlo approximation (MC), the Maximum A Posteriori (MAP)
criteria, the Viterbi path finding algorithm (Viterbi) and the proposed weighted sum around the
Viterbi estimate (Viterbi WS)7. We present the results for the two different types of alignment.
Corresponding numerical evaluation is given in Tab. 5.4. The first observation is that our
homographic alignment clearly outperforms the similarity transformation independently of the
employed state estimation technique. We can also observe that our proposed approach for state
estimation outperforms all the other techniques for N > 500 particles while MC estimate is
better for smaller particle sets.

"Note that the state estimate used to model each subject’s 3D occupancy on the ground floor in Eq. 5.22 is
always computed using the Monte Carlo approximation as we want to compare the different state estimators
from the same clouds of samples.
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Figure 5.10: Average 2D pose error varying the state estimator: performance over 20 runs of the tracking
algorithm on the 11 tracks for homographic and similarity alignments. We present the RMS 2D pose error when
estimating the state at each time step using the Monte Carlo approximation (MC), the MAP criteria, Viterbi
path finding algorithm (Viterbi) and the weighted sum around the Viterbi estimate (Viterbi WS).

Table 5.4: Average 2D pose error: performance over 20 runs of the tracking algorithm on the 11 tracks for
similarity and homographic alignments. We present the RMS 2D pose error (in pixels) when estimating the
state at each time step using the Monte Carlo approximation }?MC, the MAP criteria S&MAP, Viterbi path
finding algorithm )??Vit and the weighted sum around the Viterbi estimate @V”JFWS.

Alignment Similarity
No. Particles 20 50 100 250 500 1000 2000
State o.1C 7.59 6.53 5.97 5.50 5.13 4.98 5.14
Estimator 4" 7.66 6.62 6.05 5.63 5.30 5.21 5.38
o 7.77 6.74 6.18 5.63 5.17 4.98 5.07
g WS 7.72 6.65 6.08 5.53 508 489  5.00
Alignment Homography
No. Particles 20 50 100 250 500 1000 2000
State o 1e 752  5.71 537  4.96 4.75 4.61 4.72
Estimator 4P 7.65 5.85 5.55 5.17 4.97 4.90 5.05
P 7.78 6.00 5.66 5.16 4.84 4.67 4.73
WS 7.70 5.88 5.52 5.02 471 454 461
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Figure 5.11: Qualitative 3D pose tracking results for tracks 1 (a), 4 (b) and 5 (c) in Tab. 5.1 using our projective
method for view-invariant pose tracking and 500 particles. For each sequence, we show from top to bottom:
the tracked silhouettes for a few selected frames (same frames considered in Fig4.8), the estimated viewpoint 6
(vs ground truth), the estimated gait parameter u, the trajectory of the subject on the torus manifold (u and
0 together) and the estimated 3D poses corresponding to the silhouette in the first row.

In Fig. 5.11, we present qualitative results for tracks 1, 4 and 5 from Tab. 5.1 using our
projective method for view-invariant pose tracking and 500 particles. Note that the same
sequences were considered in Fig. 4.8. For each sequence, we can observe the tracked silhouettes
for a few frames and the trajectory of the subject in the image as well as the trajectory on the
torus manifold and the estimated 3D poses which have been successfully tracked. If we look
at the temporal evolution of the viewpoint, we can see that using the Viterbi algorithm and
our approach, we achieve a smooth continuous estimation of the viewpoint angle # while using
a model constructed from a discrete set of training views. As in [Flgammal and Lee, 2009],
we recover the typical sawtooth curve of the walking cycle but in our case with challenging
perspective videos.

We present more qualitative results for 2 sequences with multiple interacting subjects in
Fig. 5.12 (tracks 7 and 8) and Fig. 5.13 (tracks 9, 10 and 11) using our proposed method and
1000 particles. For each sequence, we show the result for a few frames: the tracked silhouettes
and the trajectories in the image, the trajectories on the torus manifold and the estimated 3D
poses which have been successfully tracked despite the occlusions and the perspective effect.
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Figure 5.12: Qualitative 3D pose tracking results for the Meet-WalkTogether2 sequence (tracks 7 and 8
in Tab. 5.1) with 2 interacting subjects using our projective method for view-invariant pose tracking and 1000
particles. from top to bottom we show: the tracked silhouettes and the trajectories in the image, the trajectories
on the torus manifold and the estimated 3D poses.
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Figure 5.13: Qualitative 3D pose tracking results for the Meet_Split_3rdGuy sequence (tracks 9, 10 and 11
in Tab. 5.1) with 3 interacting subjects using our projective method for view-invariant pose tracking and 1000
particles. from top to bottom we show: the tracked silhouettes and the trajectories in the image, the trajectories
on the torus manifold and the estimated 3D poses.

5.5 Conclusions

In this chapter, we have presented a complete framework for view invariant shape based 3D
body pose tracking in man-made environments from monocular surveillance videos with high
perspective effect. We have assumed that the camera is calibrated w.r.t. the scene and that
observed people move on a known ground plane, which are realistic assumptions in surveillance
scenarios. We have demonstrated that exploiting projective geometry alleviates the problems
caused by roof-top cameras with high tilt angles, and have shown that using a mapping from
a low dimensional pose manifold to 8 training views was enough to produce acceptable results
when using a projective alignment for silhouette matching: our framework is able to track 3D
human walking poses in a 3D environment exploring only a 4 dimensional state space with a
particle filter.
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We have conducted a series of experiments to quantitatively and qualitatively evaluate
our tracking framework for a wide variety of viewing angles and a variety of sequences,
some with multiple interacting subjects and occlusions. In our experimental evaluation, we
have demonstrated the significant improvements of the proposed projective alignment over a
commonly used similarity alignment and have provided numerical pose tracking results for
the monocular sequences with perspective effect from the CAVIAR dataset. Our results
demonstrate that the incorporation of this perspective correction in the pose tracking framework
results in a higher tracking rate and allows for a better estimation of body poses under wide
viewpoint variations.
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Part 111

Pose Estimation with a Moving
Camera or in Static Images






Multi-class Pose Classifier

6.1 Introduction

The third part of this thesis considers the problem of human detection and pose estimation in
the most difficult scenario: an isolated static image with no prior information on the structure
of the scene or the number of subjects. By extension, the solutions to that problem are also
valid for moving camera sequences, as each frame can be treated as an isolated static image.
Given an input image, an ideal system would be able to localize any humans present in
the scene and recover their poses. The two stages, known as human detection and human pose
estimation, are usually considered separately. There is an extensive literature on both detection

[ 9 ) ) ) ) ) ? ) ) )

, ] and pose estimation | , ,
) 9, ) K 9 ) 9, )

, , , , , | but relatively few papers
consider the two stages together | , , , ,

, , , , , ]. Most algorithms for pose
estimation assume that the human has been localized and the silhouette has been recovered,
making the problem substantially easier.

We tackle the problem of simultaneous human detection and pose estimation. We follow a
sliding window approach to jointly localize and classify human pose using a multi-class classifier.
Such classifier needs to be very fast as it will have to classify thousands of windows for each
processed image (considering multiple locations and scales in the image). In this chapter,
we propose a fast multi-class classifier that combines the best components of state-of-the-art
classifiers including hierarchical trees, cascades of rejectors and randomized forests.

6.1.1 Related Previous Work

Much work focuses on human detection specifically without considering pose | ,

) ) ) ) ) 9 ) )

]. Dalal and Triggs | , ] use a dense grid of Histograms of Orientated
Gradients (HOG) and learn a Support Vector Machine (SVM) classifier to separate human from
background examples. Later [ | extend this work by applying integral histograms

to efficiently calculate HOG features and use a cascade of rejectors classifier to achieve near
real time detection performance.

Several works attempt to combine localization and pose estimation. [ ]
present a template-based pose detector and solve the problem of huge datasets by detecting
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only human silhouettes in a characteristic postures (sideways opened-leg walking postures in
this case). They extend this work in [ , ] by inferring 3D poses between
consecutive detections using motion models. This method can be used to track walking people
even with moving cameras, however, it seems somehow difficult to generalize to any actions
that do not exhibit characteristic posture. [ ] propose to perform 3D
pose detection for several cameras independently and fuse information at the pose parameter
level by means of an efficient multi-stage recovery process. [ ] jointly
learn coupled generative-discriminative models in alternation and integrate detection and pose
estimation in a common sliding window framework. [ ] learn k kernel
SVMs to discriminate between k predefined pose clusters, and then learn linear regressors from
feature to pose space. They extend this method to localization by adding an additional cluster
that contains only images of background.

We introduce a novel algorithm that jointly tackles human detection and pose estimation in

a similar way to template tree approaches [ , , , ], while exploiting some
advantages of AdaBoost style cascade classifiers [ , , , ] and
Random Forests | , |]. Random Forests (RF) have seen a great deal of success in
many varied applications such as object recognition | , ] or clustering |

, , , ]. RF have shown to be fast and robust classification techniques
that can handle multi-class problems | , ], so makes them ideal for use in
human pose estimation. Recently, [ ] trained a decision forest to estimate

body parts from depth images with excellent results on pose estimation.

6.1.2 Motivation and Overview of the Approach

Many different types of features have been considered for human detection and pose estimation:

silhouette | ) ], shape | ) ], edges [ , I,
HOG descriptors | , , , , , ], Haar
filters | , ], motion and appearance patches | , ], edgelet feature
[ , ], shapelet features [ , ] or SIFT [ ) ]. Driven
by the recent success of HOG descriptors for both human detection | , ,

, ] and pose estimation | , ], and that they can be implemented
efficiently to achieve near real time speeds | , ], we chose to use HOG descriptors

as a feature in our algorithm. For pose estimation, an ideal dataset should contain variation
in subject pose, camera viewpoint, appearance and physical attributes. Combining the dataset
with a very dense image feature set such as HOG captures discriminative details between very

similar poses | , | but also considerably increases the dimension of the
training set.
Random Forests | , | are inherently good for multi-class problems, so makes

them ideal for use in pose estimation. They allow for a better handling of large datasets
as they can be faster to train and are less prone to over-fitting than selecting features from
an exhaustive search over all features'. We performed an initial test of pose classification
(see Fig. 6.1 and Sect. 6.5) and identified two main drawbacks with the algorithm and the
existing implementation: as illustrated in Fig. 6.1 using denser HOG feature grids improves
pose classification accuracy. Neighboring classes can be very close to one another in image

space, and in practice are only separable by some sparse subset of features. This means that,

IRF are grown by randomly selecting a subset of features at each node of the tree to help avoid a single tree
over fitting the training data. The best split is found for each dimension m; by evaluating all possible splits
along that dimension using a measure such as information gain [ , ]. The dimension m* that
best splits the data according to that score is used to partition the data at that node. This process continues
recursively until all the data has been split and each node contains a single class of data.
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having randomly picked an arbitrary feature to project on from a high dimensional feature
space, it is highly unlikely that an informative split in this projection (i.e. one that improves
the information measure) exists. While we do not need perfect trees, informative trees are still
rare and finding them naively requires us to generate an infeasible number of trees.

Accuracy vs nurnber of Trees for different grid of HOG

----- 7x12 - 2%2 - B bins:2658 dim. ||
= - — 5x5 - 3x3 - 8 bing: 1800 dim.

dxd - 3x%3 - 8 bins: 1152 dim. ||
— 3 grids together : 5640 dim.

Accuracy (%)

5 1 1 1 1 1 1 1 1 1
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Mumber of Trees in the Random Forest

Figure 6.1: Random Forest preliminary results. An initial test was performed on the MoBo walking dataset
[Gross and Shi, 2001]: dense grid of HOG features are extracted for 15 different subjects from around 50,000
images which are grouped in 64 pose classes. We build the training subset by randomly sampling 10 subjects
and keep the remaining 5 subjects for testing. We run the same test for 3 different grids of HOG and show
the classification results varying the number of trees used in the forest. Using denser HOG grids improves pose
classification accuracy but we are quickly facing memory issues that prevent us from working with denser grids.

Another drawback of the Random Forests algorithm is that it is not very well adapted
for sliding window approaches. Even if on-demand feature extraction can be considered as
in [Deselaers et al., 2007], for each scanned sub-image, the trees still have to be completely
traversed to produce a vote/classification. This means that a non-negligible amount of features
have to be extracted for each processed window, making the algorithm less efficient than existing
approaches like cascades-of-rejectors that quickly reject most of the negative candidates using
a very small subset of features. Works such as [Viola and Jones, 2004, Zhu et al., 2006] use
AdaBoost to learn a cascade structure using very few features at the first level of the cascade,
and increasing the number of features used for later stages. Other approaches such as those
described in [Ma and Ding, 2005, Zhang et al., 2002] for multi-view face detection, organize the
cascade in to a hierarchy structure consisting of two types of classifier; face/non-face, and face
view detection. Zhang et al. [2007a] present a probabilistic boosting network for joint real-time
object detection and pose estimation. Their graph structured network also alternates binary
foreground /background and multi-class pose classifiers.

Inspired by these ideas, we train multi-class hierarchical cascades for human pose detection.
First a class hierarchy is built by recursively clustering and merging the predefined pose classes.
Hierarchical template trees have been shown to be very effective for real time systems [Gavrila,
2007, Stenger, 2004], and we extend this approach to non-segmented images. For each branch
of this tree-like structure, we use a novel algorithm to build a list of potentially discriminative
HOG descriptor blocks. We then train a weak classifier on each one of these blocks and
select the ones that show the best performances. We finally grow an ensemble of cascades
by randomly sampling one of these HOG-based rejectors at each branch of the hierarchy. By
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randomly sampling the features, each cascade uses different sets of features to vote and adds
some robustness to noise and prevents over fitting as with RF. Each cascade can vote for one
or more class so the final classification is a distribution over classes.

In the next section, we present a new method for data driven discriminative feature selection
that enables our proposal to deal with large datasets and high dimensional feature spaces. Next,
we extend hierarchical template tree approaches [Gavrila, 2007, Stenger, 2004] to unsegmented
images. Finally, we explain how we use random feature selection 1nsp1red by Random Forests
to build an ensemble of multi-class cascade classifiers.

6.2 Sampling of Discriminative HOGs

Feature selection is probably the key point in most recognition problems. It is very important
to select the relevant and most informative features in order to alleviate the effects of the curse
of dimensionality. Many different types of features are used in general recognition problems.
However, only a few of them are useful for exemplar-based pose estimation. For example,
features like color and texture are very informative in general recognition problems, but because
of their variation due to clothing and lighting conditions, they are seldom useful in exemplar-
based pose estimation. On the other hand, gradients and edges are more robust cues with
respect to clothing and lighting varlatlons Guided by their success for both human detection
[Dalal and Triggs, 2005, Zhu et al., 2006] and pose estimation [Shakhnarovich et al.; 2003]
problems, we chose to use HOG descrlptors as a feature in our algorithm.

Figure 6.2: Log-likelihood ratio for human pose. (a to e): examples of aligned images belonging to the same
class (for different subjects and cameras) as defined in Sect. 6.4.1.1 using HumanEVA dataset [Sigal et al., 2010].
Resulting gradient probability map p(E|B) (f) and log-likelihood ratio L(B, C') (g) for this same class vs all the
other classes. Hot colors in (g) indicate the discriminative areas. The sampled HOG blocks are represented on
top of the likelihood map in (h).

Each HOG block represents the probability distribution of gradient orientation (quantized
into a predefined number of histogram bins) over a specific rectangular neighborhood. The
usage of HOGs over the entire training image, usually in a grid, leads to a very large feature
vector where all the individual HOG blocks are concatenated. So an important question is how
to select the most informative blocks in the feature vector. Some works have addressed this
question for human detection and pose estimation problems using SVMS or RVMs [Dalal and
Triggs, 2005, Zhu et al., 2006, Bissacco et al., 2006, Okada and Soatto, 2008]. However, such
learning methods are computatlonally inefficient for very large datasetb.

AdaBoost is often used for discriminative feature selection such as in [Zehnder et al.; 2005,
Villamizar et al.; 2009]. Instead of an exhaustive search over all possible features, or uniformly
sampling a random subset from these features, we introduce a guided sampling scheme based

2Clothing could still be a problem if there are very few subjects in the training set: some edges due to clothing
could be considered as discriminative edges when they should not.
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on log-likelihood gradient distribution. [ ] also use a log-likelihood ratio
based approach in the context of adaptive on-line tracking, and select the most discriminative
features from a set of 49 RGB features that separate a foreground object from the background.
In our case, we have a much higher set of possible features (histogram bins) if we consider all
the possible configurations of HOG blocks at all locations exhaustively. So to make the problem
more tractable, rather than selecting individual features in a dense HOG vector, entire HOG
blocks are randomly selected using a log-likelihood ratio derived from the edge gradients of the
training data. [ ] use statistical learning techniques during the training
phase to estimate and store the relevance of the different silhouette parts to the recognition task.
We use a similar idea to learn relevant gradient features, although slightly different because of
the absence of silhouette information. In what follows, we present our method to select the
most discriminative and informative HOG blocks for human pose classification. The basic idea
is to take advantage of accurate image alignment and study gradient distribution over the
entire training set to favor locations that we expect to be more discriminative between different
classes. Intra-class and inter-class probability density maps of gradient/edge distribution are
used to select the best location for the HOG blocks.

6.2.1 Formulation

Here we describe a simple Bayesian formulation to compute the log-likelihood ratios which can
be used to determine the importance of different regions in the image when discriminating
between different classes. Given a set of classes C, the probability that the classes represented
by C could be explained by the observed edges E can be defined using a simple Bayes rule:

p(EIC)H(C)

pelm) = 7=

(6.1)

The likelihood term p(E|C) of the edges being observed given classes C, can be estimated
using the training data edges for the respective classes. Let T = {(I;,¢;)} be a set of aligned
training images, each with a corresponding class label. Let Tc = {(I,¢) € T | ¢ € C} be the set
of training instances for the set of classes C' = {¢;}. Then the likelihood of observing an edge
given a set of classes C can be estimated as follows:

PEIC) = =0 S V), (6.2)

| C‘ (I,C)ETC

where V(-) calculates a normalized oriented gradient edge map for a given image I, with the
value at any point being in the range [0,1]. Note that an accurate alignment of the positive
samples is required to compute p(E|C). We refer the reader to the automatic alignment
method proposed for human pose in Sect. 6.4.1.1 for a solution to this problem. Class specific
information is represented by high values of p(E|C) from locations where edge gradients occur
most frequently across the training instances. Edge gradients at locations that occur in only a
few training instances (e.g. due to background or appearance) will tend to average out to low
values. To increase robustness toward background noise the likelihood can be thresholded by a
lower bound:

E|C) if p(E|C) > T,

P(E|C) = { " 0 otherwise. (6-3)

Suppose we have a subset of classes B C C. Discriminative edge gradients will be those that
are strong across the instances within B but are not common across the instances within C.
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Figure 6.3: Log-likelihood ratio for face expressions. We used a subset of [[Kanade et al., 2000] composed
by 20 different individuals acting 5 basic emotions besides the neutral face: joy, anger, surprise, sadness and
disgust. All images were normalized, i.e. cropped and manually rectified. Gradient probability map (left) and
log-likelihood ratio (right) are represented for each one of the 6 classes. Hot colors indicate the discriminative
areas for a given facial expression.

Using the log-likelihood ratio between the two likelihoods p(E|B) and p(E|C) gives:

L(B,C) = log (ig:gi) . (6.4)

The log-likelihood distribution defines a gradient prior for the subset B. High values in this
function give an indication of where informative gradient features may be located to discriminate
between instances belonging to subset B and the rest of classes in C'. For the example given
in Fig. 6.2, we can see how the right knee is a very discriminative region for this particular
class (see Fig. 6.2g). In Fig. 6.3, we present the log-likelihood distributions for 5 different facial
expressions.

Gradient orientation can be included by decomposing the gradient map into ny separate
orientation channels according to gradient orientation. The log-likelihood Ly(B,C) is then
computed separately for each channel, thereby increasing the discriminatory power of the
likelihood function, especially in cases when there are many noisy edge points present in the
images. Maximizing over the ng orientation channels, the log-likelihood gradient distribution
for class B then becomes?:

L(B,C) = max (Lo(B,C)). (6.5)

We also obtain the corresponding orientation map:

O(B,C) = arglenax (Lo(B,(C)). (6.6)

Uninformative edges from a varied dataset will generally be present for only a few instances
and not be common across instances from the same class, whereas common informative edges

3L(B,C) = L(B,C) if no separated orientation channels are considered.
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(a) (b) (c) (d)

Figure 6.4: Selection of discriminative HOG for facial expressions classification: details of the database are
given in Fig. 6.3. In (a), we show the log-likelihood map for 2 facial expressions together: joy and disgust.
After thresholding (b), we obtain the most discriminative areas where HOG blocks will be extracted (c) to
differentiate joy and disgust expressions from the other classes. In (d), we can see the areas covered by the
sampled HOG blocks and how the resulting density follows the distribution from (b). Results using this feature
selection scheme on facial expression recognition have been reported in | s .

for pose will be reinforced across instances belonging to a subset of classes B, and be easier
to discriminate from edges that are common between B and all classes in parent set C. Even
if background edges were shared by many images (e.g. if positive training samples consist
of images of standing actions shot by stationary cameras such as the gesture and the box
actions in the HumanEVA dataset | , 1), then these edges become uninteresting
as p(E|B) ~ p(F|C) and a low log-likelihood value would be returned. However, when
uninformative edges (from background or clothing) are not common across all training instances
but occur in the images of the same class all the time by coincidence, edges can be falsely
considered as potentially discriminative. We observed that particular case when trying to work
with the Buffy dataset from [ , ]: all the images for the same pose (standing with
arms folded) correspond to one unique character with the same clothes and same background
scene.

To address this issue, we create a varied dataset of instances which is discussed more detail
in Sec.6.5. Given this log-likelihood gradient distribution £(B,C'), we can randomly sample
HOG blocks from positions (x,y) where they are expected to be informative, thus reducing the
dimension of the feature space. We then use £(B,C) as distribution proposal to drive blocks
sampling (2, y("):

(=", y") ~ L(B,C). (6.7)

Features are then extracted from areas of high gradient probability across our training set
more than areas with low probability (see Fig. 6.2h). By using this information to sample
features, the amount of useful information available to learn efficient classifiers is increased.
In Fig. 6.4a we represent the log-likelihood for 2 facial expressions together: joy and disgust.
After thresholding (Fig. 6.4b), we obtain the most significant areas where HOG blocks will be
extracted (Fig. 6.4¢) to differentiate joy and disgust expressions from the other classes. In Fig.
6.4d, we can see the areas covered by the selected HOG blocks and how the resulting density
follows the distribution from Fig. 6.4b. Results using this feature selection scheme for facial
expression recognition have been reported in | , ].
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20 40

(a)

Figure 6.5: Bottom-up hierarchical tree construction: the structure S is built using a bottom-up approach by
recursively clustering and merging the classes at each level. We present an example of tree construction from
192 classes (see class definition in Sect. 6.4.1.2) on a torus manifold where the dimensions represent gait cycle
and camera viewpoint. The matrix presented here (a) is built from the initial 192 classes and used to merge
the classes at the very lowest level of the tree. The similarity matrix is then recomputed at each level of the
tree with the resulting new classes. The resulting hierarchical tree-like structure S is shown in (b) while the
merging process on the torus manifold is depicted in (c). We can observe (b) how the first initial node acts as
a viewpoint classifier.

6.3 Randomized Cascades of Rejectors

The classifier is an ensemble of hierarchical cascade classifiers. The method takes inspiration
from cascade approaches such as | , , , ], hierarchical template
trees such as | , , , ] and Random Forests [ , ,

, 2006, , 2007).

6.3.1 Bottom-up Hierarchical Tree Construction

Tree structures are a very effective way to deal with large exemplar sets. [ ]
constructs hierarchical template trees using human shape exemplars and the chamfer distance
between them. He recursively clusters together similar shape templates selecting at each node
a single cluster prototype along with a chamfer similarity threshold calculated from all the
templates that the cluster contains. Multiple branches can be explored if edges from a query
image are considered to be similar to cluster exemplars for more than one branch in the tree.

[ ] follows a similar approach for hierarchical template tree construction applied to
articulated hand tracking, the main difference being that the tree is constructed by partitioning
the state space. This state space includes pose parameters and viewpoint. Inspired by these
two papers, [ | present a method for human motion capture based on
tree-based filtering using a hierarchy of body poses found by clustering the silhouette shapes.
Although these existing template tree techniques are shown to have interesting qualities in
terms of speed, they present some important drawbacks for the task we want to achieve. First,
templates need to be stored for each node of the tree leading to memory issues when dealing
with large sets of templates. The second limitation is that they require that a clean silhouette or
template data is available from manual segmentation | , | or generated synthetically
from a 3D model | , , , ]. Their methodology can not be
directly applied to unsegmented image frames because of the presence of too many noisy edges
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from background and clothing of the individuals which dominate informative pose-related edges.
By using only the silhouette outlines as image features, the approaches in | , ,

)

] ignore the non-negligible amount of information contained in the internal

edges which are very informative for pose estimation applications. We thus propose a solution
to adapt the construction of such a hierarchical tree structure for images.

Algorithm 6: Class Hierarchy Construction.

input : Labeled training images.
output: Hierarchical structure S.

while num.

Create a new level | with new hyper-classes {C],
Update the number of classes for that level n; = n.;
Update the structure 8’ = SU{C/,} !

of classes of the level n; > 1 do

for each class n do
L Compute new L(Cy,,C) (cf. § 6.2);

Compute the n; x n; similarity matrix M (cf. Eq. 6.8);
Set the number of merged classes n,,, =0 ;

Set the number of clusters n, =0 ;

while n,, < n; do

Take the next 2 closest classes (C1,Cs) in M;

case 1: C; and C5 have not been merged yet.
Create a new cluster C,_, 1 with C and Cs: C, 41 = C1 U Cy;

Update Net = Ny + 1 and nyy, = Ny, + 2;

case 2: (] and C5 already merged together.
Do nothing;

case 3: (] has already been merged in C,.
Merge Cs in C,: C. = C, U Cy;

case 4: (5 has already been merged in Cs.
Merge C; in Cs: C. =Cs U Ch;

N = Ny, + 1

case 5: C; € C, and Cy € C,.

Merge the 2 clusters C, and Cy: Cl. = C, UCs ;

Nep = N — 1

Nel
n=1 >

n=1

Instead of successively partitioning the state space at each level of the tree | , ]
or clustering together similar shape templates from bottom-up | , ] or top-down

[

], we propose a hybrid algorithm. Given that a parametric model of

b

the human pose is available (3D or 2D joint locations), we first partition the state space into a
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series of classes®. Then, we construct the hierarchical tree structure by merging similar classes
in a bottom-up manner as in [ , ] but using for each class its gradient map. This
process only requires that the cropped training images have been aligned without the need for
clean silhouettes or templates.

We thus recursively cluster and merge similar classes based on a similarity matrix that
is recomputed at each level of the tree (Fig. 6.5a). The similarity matrix M = {M, ;} with
i,5 € {1,---,n;} (being n; the number of classes at each level) is computed using the L2
distance between the log-likelihood ratios of the set of classes C), that represent the classes that
fall below each node n of the current level and the global edge map C' constructed from all the
classes together:

M, = [|£(C:, C) — £(C;, ). (6.8)

Using the log-likelihood ratio to merge classes reduces the effect of uninformative edges on the
hierarchy construction while at the same time increasing the influence of discriminative edges.
At each level, classes are clustered by taking the values from the similarity matrix in ascending
order and successively merge corresponding classes until they all get merged, then go to next
level. The class hierarchy construction is depicted in Algorithm 6. This algorithm is fully
automatic as it does not require any threshold to be tuned, and works well with continuous and
symmetrical pose spaces like the ones considered in this thesis. However, we have observed that
it fails with non-homogeneous training data or in presence of outliers. In that case, the use of
a threshold on the similarity value in the second while loop should be considered to stop the
clustering process before merging together classes which are too different. This process leads
to a hierarchical structure S (Fig. 6.5b). The leaves of this tree-like structure S define the
partition of the state space while S is constructed in the feature space: the similarity in term
of image features between compared classes increases and the classification gets more difficult

when going down the tree and reaching lower levels as in | , ]. But in our case
each leaf represents a cluster in the state space as in | ) | while in | , 1,
templates corresponding to completely different poses can end-up being merged in the same
class making the regression to a pose difficult or even impossible. In | , ] the number

of branches are selected before growing the tree, potentially forcing dissimilar templates to
merge too early. while in our case, each node in the final hierarchy can have 2 or more branches
as in | , ) ) ].
Instead of storing and matching an entire template prototype at each node as in |
, ], we now propose a method to build a reduced
list of dlscrlmmatlve HOG features, thus making the approach more scalable to the challenging
size and complexity of human pose datasets.

6.3.2 Discriminative HOG Blocks Selection

While other algorithms (PSH, RVMs, SVMs, etc) must extract the entire feature space for all
training instances during learning, making them less practical when dealing with very large
datasets, our method for learning hierarchical cascades only selects a small set of discriminative
features extracted from a small subset of the training instances at a time. This makes it much
more scalable for very large training sets.

For each branch of our structure S, we use our algorithm for feature selection to build
a list of potentially discriminative features, in our case a vector of HOG descriptors. HOG
blocks need only to be placed near areas of high edge probability for a particular class. Feature
sampling will then be concentrated in locations that are considered discriminative following the

4Two methods have been implemented to obtain the discrete set of classes: the torus manifold discretization
(see Sect. 6.4.1.2) and 2D pose space clustering (see Sect. 6.4.2.1).



6.3 Randomized Cascades of Rejectors 103

discriminative log-likelihood maps (discussed in Sect. 6.2). For each node, let the set of classes
that fall under this node be C), and the subset of classes belonging to one of its branches b be C,.
Then for each branch b, ng locations are sampled from the distribution £(C%, C,,) (as described
in Sect. 6.2.1) to give a set of potentially discriminative locations for HOG descriptors:

Hy, = {2,y )} ~ L(Cy, Cp). (6.9)

i=1

For each of these positions we sample a corresponding HOG descriptor parameter:
Hy = {$V}2 € v (6.10)

from a parameter space ¥ = (W x B x A) where W = {16, 24, 32} is the width of the block in
pixels, B = {(2,2),(3,3)} are the cell configurations considered and A = {(1,1),(1,2),(2,1)}
are aspect ratios of the block. An example is proposed in Fig. 6.6a for a 16 x 16 HOG block
with 2 x 2 cells.

recall : 0.916 - precision : 0.90105

Figure 6.6: Example of a selected HOG block from B: we show the location of the 16 x 16 block (2 x 2 cells) on
top of the log-likelihood map for the corresponding branch of the tree (a). We represent in (b) the 2 distributions
obtained after training a binary classifier: the green distribution corresponds to the set of training images TZ;F

that should pass through that branch while the red one corresponds to the set 7} that should not pass. In this
example, f;(h;) is the projection of the block h; on the hyperplane found by Support Vector Machines (SVM).
Finally, we represent in (c) the ROC curve with True Positive (TP) vs False Positive (FP) rates varying the
decision threshold. We give the precision and recall values for the selected threshold (red dotted line).

Next, at each location (z(V,y() € H, HOG features are extracted from all positive and
negative training examples using corresponding parameters ¢} € Hg. For each location a
positive set Tb+ is created by sampling from instances belonging to Cj and a negative set T;"
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Algorithm 7: HOG Blocks Selection

input : Hierarchical structure S, and training images. Discriminative classifier g(-).
output: List of discriminative HOG blocks B.

for each level | do
for each node n do
Let C,, = set of classes under n;
for each branch b do
Let Cp = set of classes under branch b;
Compute L(Ch, Cy,) (cf. § 6.2);

Hy, = {(«®),yO)}2) ~ L(C, Cn);

Hy = {'l/}(i) :l=H1 e

for i =1 tonyg do

(D, y@)) € Hp;
i € Hy;
Let T,F € Cy;
Let T,” € Cp, — Ch;
for all images under n do

L Extract HOG at (2, y®) using ¢?;
Let h;” = HOG from Tb+;
Let h; = HOG from T} ;
Train classifier g; on % of: h:r and h;;
Test g; on OOB set 3 of: A and h; ;
| Rank block (2, y® @ g,

Select ny, best blocks, By = {(x;,y;,%;,9;)}5%, ;

| Update the list B’ = BU B, ;

is created by sampling from C,, — Cy. An out-of-bag (OOB) testing set is created by removing
1/3 of the instances from the positive and negative sets. A discriminative binary classifier g;
(e.g. SVM) is trained using these examples. We then test this weak classifier on the OOB
test instances to select a threshold 7; and rank the block according to the actual True Positive
(TP) and False Positive (FP) rates achieved: the overall performance of the weak classifier g; is
determined by selecting the point on its ROC curve lying closest to the upper-left hand corner
that represents the best possible performance (i.e. 100% TP and 0% FP). We then rank the
rejector using the Euclidean distance to that point. Each weak classifier g;(h;) thus consists of
a function f;, a threshold 7; and a parity term p; indicating the direction of the inequality sign:

= Jd 1 if p;fi(h;) < pi7i
gi(hy) = { 0 otherwise. (6.11)

Here h; is the HOG extracted at location (x(i),y(i)) using parameters (. In the example
proposed in Fig. 6.6b, f;(h;) is the projection of the block h; on the hyperplane found by SVM.
The corresponding ROC curve is shown in Fig. 6.6c. For each branch, the n, best blocks are
kept in the list B which is a bag/pool of HOG blocks and associated weak classifiers. If npg
is the total number of branches in the tree over all levels, the final list B has ng x nj block
elements. The selection of discriminative HOG blocks is depicted in Alg. 7.

By this process, features are extracted from areas of high edge probability across our training
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set more than areas with low probability. By using this information to sample features, the
proportion of useful information available for random selection is increased.

rk(INa (I)k:SaB)
@

0000

Figure 6.7: Rejector branch decision: shown here is a diagram of a rejector classifier. Note that the structure
allows for any number of branches at each node and is not fixed at 2. The tree-like structure of the classifier
is defined by S and the blocks (and associated weak classifiers) stored during training for each branch for this
structure are held in B. The random vector ®;, defines a cascade ry by selecting one of the rejector blocks in
By at each branch b, being By € B the bag of HOG blocks for branch b.

6.3.3 Randomization

Random Forests, as described in | , | are constructed as follows. Given a set
of training examples T = {(y;,x;)}, where y; are class labels and x; the corresponding D-
dimensional feature vectors, a set of random trees F' is created such that for the k-th tree in
the forest, a random vector @y is used to grow the tree resulting in a classifier ¢;(x, ®;). Each
element in ®; is a randomly selected feature index for a node. The resulting forest classifier
F is then used to classify a given feature vector x by taking the mode of all the classifications
made by the tree classifiers ¢t € F in the forest.
Each vector ®;, is generated independently of the past vectors ®;..®;_1, but with the same
distribution:
¢ ~U(1,D), Vo € Dy, (6.12)

where U(1, D) is a discrete uniform distribution on the index space Zp = {1,---,D}. The
dimensionality of ®; depends on its use in the tree construction (i.e. the number of branches
in the tree). For each tree, a decision function f(-) splits the training data that reaches a node
at a given level in the tree by selecting the best feature m* from a subset of m << D randomly
sampled features (typically m = /D dimensions). An advantage of this method over other
tree based methods (e.g. single decision trees) is that since each tree is trained on a randomly
sampled % of the training examples [ , ] and that only a small random subset of
the available dimensions are used to split the data, each tree makes a decision using a different
view of the data. Each tree in the forest F' learns quite different decision boundaries, but when
averaged together the boundaries end up reasonably fitting the training data.

In Random Forests (RF), the use of randomization over feature dimensions makes the
forest less prone to over-fitting, more robust to noisy data and better at handling outliers
than single decision trees | , ]. We exploit this random selection of features in our
algorithm so that our classifier will also be less susceptible to over-fitting and more robust to
noise compared to a single hierarchical decision tree that would use all the selected features
together: a hierarchical tree-structured classifier ri(Iy, @k, S, B), with Iy being a normalized
input image, is thus built by randomly sampling one of the HOG blocks in the list B, € B at



106 Chapter 6. Multi-class Pose Classifier

each branch b of the hierarchical structure S. This gives a random npg-dimensional vector ®y
where each element corresponds to a branch in the structure S:

&y, € I8 where ¢ ~U(1,np),Vp € Py,. (6.13)

Here U(1,ny) is a discrete uniform distribution on the index space Z = {1,--- ,n;}. The
value of each element in ®;, is the index of the randomly selected HOG block from B for its
corresponding branch. An ensemble R of n. hierarchical tree-structured classifiers is grown by
repeating this process n. times:

R(In) = {ri(IN, Pr) oy, (6.14)

where § and B are left out for brevity. R thus has 2 design parameters n. and n; whose
main effects on performance will be evaluated in Sect. 6.4.2. Let P, be the path through the
tree-structure S from the top node to the class leaf w. P, is in fact an ordered sequence of ny“

branches®: P,, = ( R ,bﬁbw). For each classifier rp, € R and for each class w € §2, where

Q={1,---,ny}, we have the corresponding ordered sequence of HOG blocks and associated
weak classifiers: y

H(I::) = {(xﬁij’l/)jvgj)}?ilv (615)

with (z;,y;, %5, 9;) = By [2r(b)], (6.16)

where the branch index b is the j* element in P, (i.e b = P,[j]) and By € B. See Fig. 6.7a.

For each tree-structured classifier r;, the decision to explore any branch in the hierarchy is
based on a accept/reject decision of a simple binary classifier g; that works in a similar way
to a cascade decision (see Fig. 6.7b). The ensemble classifier R is then, in fact, a series of
Randomized Hierarchical Cascades of Rejectors.

The decision at each node of a hierarchical cascade classifier r; is made in a one-vs-all
manner, between the branch in question and its sibling branches. In this way multiple paths
can be explored in the cascade that can potentially vote for more than one class. This is a
useful attribute for classifying potentially ambiguous classes and allows the randomized cascades
classifier to produce a distribution over multiple likely poses. Each cascade classifier rj therefore

returns a vector of binary outputs (yes/no) o, = (0}, 07, -+ ,0p) where a given of from o
for class index w, takes a binary value:
1 ifY(zj,y;,v5,95) € HY, gi(h;) =1
w 32 Y5> V3> Jj ko 95 ’
O = { 0 otherwise. (6.17)

Here h; is the HOG extracted at location (z;,y;) using parameters ;. Each output of is
initialized to zero, which means that if no leaf is reached during classification, r; will return a
vector of zeros and will not contribute to the final classification. The uncertainty associated with
each rejector during learning could be considered to provide a crisp output (i.e. each cascade
voting for only one class) or to compute a soft confidence values of the cascade classifiers.
Although other classifier combination techniques could be considered, here we choose to use
a simple sum rule to combine the binary votes from the different cascade classifiers in the
ensemble R that outputs the vector O:

0= (0'0%---,0™) =R(), (6.18)

where each O% € [0, n.] represents a number of votes:

0¥ =Y of, (6.19)
k=1

5Note that n,* could be different for each class w € Q
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and can be used to assign a confidence value® (or score) to class w. O can ultimately be an
input in to another algorithm, e.g. tracking, or a class can be estimated by majority voting, i.e.
taking for instance the mode of all the classifications as in the example presented in Fig. 6.8.

o)

Figure 6.8: Diagram of Image classification using an ensemble of n. randomized cascades (from left to right):
When applied to a normalized input image Iy, each cascade classifier r(In, Pk, S, B) returns a vector of
binary outputs o = (o,lv,oi, o ,OZ""). A sum-rule is used to combine the binary votes from the different
cascade classifiers in the ensemble R that outputs the distribution over classes O = (Ol, 02,... 7O"‘“)7 with
oY = Zil of and O¥ € [0, n¢], being ne, the number of classes and n. the number of cascades. The image
In can be classified by taking, for instance, the class w* that received more votes, i.e. the peak in the final
distribution over classes. The average 2D pose corresponding to class w* is shown on the right.

6.4 Class Definition

6.4.1 HumanEVA Dataset

The first dataset we consider is the HumanEva dataset [Sigal et al., 2010]: HumanEVA T for
training and HumanEVA II for testing. This dataset consists of 4 subjects performing a number
of actions (e.g. walking, running, gesture) all recorded in a motion capture environment so that
accurate ground truth data is available.

6.4.1.1 Alignment of Training Data

Before training the algorithm, strong correspondences are established between all the training

images. While other approaches require a manual process [Dalal and Triggs, 2005] or a
clean silhouette shape (either synthetic [Shakhnarovich et al., 2003, Agarwal and Triggs, 2006,
Dimitrijevic et al., 2006] or from manual labeling [Gavrila, 2007]) for feature alignment, we

propose a fully automatic process for accurately aligning real training images. It is assumed
that the 3D mocap data (3D poses) or other pose labeling corresponding to the training images
are available. Then by applying a simple but effective way of using their 2D pose projections
in the image plane, all of the training images are aligned.

The complete process is depicted in Fig. 6.9: the 3D joints of every training pose are
first projected onto the corresponding image plane (Fig. 6.9b). The resulting 2D joints are
then aligned using rigid-body Procrustes alignment [Bookstein, 1991], uniformly scaled and
centered in a reference bounding-box (Fig. 6.9d). For each training pose, we then estimate the
four parameters corresponding to a similarity transformation (one for rotation, two degrees of
freedom for translation and one scale parameter) between the original 2D joints locations in the
original input image and the corresponding aligned and resized 2D joints. This transformation

~ 6 Although it can be_expressed as a percentage of votes by dividing by the number of cascades nc,
Ow = L3t of and O € [0,1], it does not express a probability (372, O% # 1).

Ne
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(d) (e) (f) (2)

Figure 6.9: Alignment of training images. (a) Training 3D poses from Mocap data. (b) Training images with
projected 2D Poses. (c) Average gradient image over INRIA training examples (96 x 160). (d) Aligned and
re-sized 2D poses (96 x 160). (e) and (f) cropped images (96 x 160) with normalized 2D poses. (g) Average
gradient image over aligned HumanEva [Sigal et al., 2010] training examples.

is finally applied to the original image leading to the cropped and aligned image (Fig. 6.9e and
f). In this work, we normalize all the training images to 96 x 160 as in [Dalal and Triggs, 2005].
The dataset (images and poses) is then flipped along the vertical axis to double the training
data size. Applying the process described above to this data (3 Subjects and 7 camera views) for
training, we generate a very large dataset of more than 40,000 aligned and normalized 96 x 160
images of walking people”, with corresponding 2D and 3D Poses. After that is done, classes
need to be defined to train our pose classifier.

6.4.1.2 Class Definition - Torus Manifold Discretization

Since similar 3D poses can have very different appearance depending on the camera viewpoint
(see Fig. 6.9a and Fig. 6.9b), the viewpoint information has to be included into the class
definition. To define the set of classes, we thus propose to utilize the same torus manifold
for viewpoint and action as we did in the previous chapters. The walking sequences are then
mapped on the surface of this torus manifold and classes are defined by applying a regular grid

7 The average gradient image obtained with our training dataset (Fig. 6.9g) shows more variability in the
lower region compared to the one obtained from INRIA dataset (Fig. 6.9¢). This is due to the fact that most of
the INRIA images present standing people.
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on the surface of the torus thus discretizing gait and camera viewpoint®. By this process, we
create a set of 192 homogeneous classes (12 for gait and 16 for camera viewpoint) with about
the same number of instances (see Fig. 6.10).

QRO
AT NN W N

—
A

(a) (b)

Figure 6.10: Class definition - HumanEVA: (a) Torus manifold with discrete set of classes (12 for gait and
16 for camera viewpoint) and training sequences (each blue dot represents a training image). (b) Zoom on a
particular class (yellow) with corresponding training images (green dots). Please refer to Fig. 6.2 where we
present 5 examples of aligned images belonging to the class highlighted in (b).

We choose to define non-overlapping class quantization, due to the property of our
hierarchical cascade classifier that each cascade compares feature similarity rather than make
a greedy decision, so can traverse more than one branch in the hierarchical cascade. When
an image reaches a node with a decision between very similar classes (and subsequently close
in pose space), then it is possible that a query image that lies close to a quantization border
between those two classes can arrive at both class leaves.

6.4.1.3 Classification

We first performed a qualitative experimentation to validate the classifier in similar conditions
and extract normalized 96 x 160 images from the HumanEva II dataset. We ran a 200-
cascade classifier (n;, = 50) on this set of testing images. Generally the classification was
very satisfactory as shown in the example given in Fig. 6.11 where the resulting distribution
over classes is visualized on the torus manifold.

When testing the same classifier in different conditions we observed that the classification
results were not so good. This is due to the low variability in pose present in HumanEVA walking
database: even if 40,000 images are available, they are not representative of the variability in
terms of gait style since only 3 subjects walking at the same speed have been considered.
Additionally, HumanEva has very little background (one unique capture room) and clothing
(capture suit) variation, which make the classifier unrobust against cluttered background. We
thus propose to consider a second data set to fully validate our cascade classifier.

6.4.2 MoBo Dataset

Our second set of experiments is performed using the CMU Mobo dataset [Gross and Shi,
2001]. Again, we consider the walking action but this time add more variability in the dataset
by including 15 subjects, two walking speeds (high and low) and a discretized set of 8 camera
viewpoints, uniformly distributed between 0 and 27. Between 30 and 50 frames of each sequence

8Since we only learnt our pose detector from walking human sequences, we do not attempt to detect people
performing other actions than walking.
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Figure 6.11: HumanEva IT image classification of a normalized 96 x 160 input image (a) using an ensemble of
100 randomized cascades. The resulting distribution over the 192 classes after classification (b) is also represented
on the 3D and 2D representations of the torus manifold in (c). The average 2D pose corresponding to the class
with the highest score is represented on top of the input image in (d).

were selected in order to capture exactly one gait cycle per subject. By this process we generate
a training database encompassing around 8000 images and the corresponding 2D and 3D pose
parameters. The same alignment procedure is applied to this dataset as with the HumanEva
dataset, but in addition we use hand labeled silhouette information to superimpose each of the
instances on random backgrounds to increase the variability of the nonhuman area of the image
(see Fig. 6.12).

We observed that the classification in section 6.4.1.3 was very strict so that very fine
alignment was necessary to obtain an acceptable result. Looser alignment in the training
should allow for a more tolerant classification. Following [ , ] and | ,

], the training set is thus augmented by perturbing the original examples with small
rotations and shears, and by mirroring them horizontally. This improves the generalization
ability of the classifier. The augmented training set is 6 times larger and contains more than
48,000 examples with different background. The same dataset is generated for the 3 following
configuration: original background, no background, and random background (see Fig. 6.12).
This dataset will enable to measure the effect of cluttered background on classification. The
richer background variation compared to HumanEva dataset allows a more robust cascade to
be learnt, as demonstrated later by our experiments.

6.4.2.1 Class Definition - 2D Pose Space Clustering

Class definition is not a trivial problem because changes in the human motion are continuous
and not discrete. In other words, it is not trivial to decide where a class ends and where the
next one starts. Previously no one has attempted to efficiently define classes for human pose

classification and detection. In | , ] they clustered 3D pose space and also
considered a discrete set of cameras. [ | clustered the silhouette space using binary
edge maps. [ ] defined classes as 3D pose but only considered frontal views
and a limited set of poses. In PSH | , ], they automatically build the

neighborhood in 3D pose space but only consider frontal views. This definition produced good
results in the absence of viewpoint changes. However, two poses which are exactly the same in
the pose space could still have completely different appearances in the images due to changes in
viewpoint (see example in Fig. 6.9a and b). Thus it is critical to consider viewpoint information
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Figure 6.12: Modified MoBo dataset (from top to bottom): we show an original image for each one of the 6
available camera views (1st row). We then present a normalized 96 x 160 binary segmentation per training view
(2nd row), the corresponding segmented images (3rd row) and images with a random background (4th row).

in the class definition.

Ideally, classes should be defined in the feature space or, at least, in the 2D pose space
(2D projection of the pose in the image) that takes into account the information of the camera
viewpoint. When we considered the HumanEVA dataset (Sect. 6.4.1 and later Sect. 7.4.2.1),
classes were defined applying a regular grid on the surface of the 2D manifold of pose plus
viewpoint (torus manifold). Mapping training poses on a torus worked nicely with HumanEva
because only 3 subjects with similar aspect and walking style were considered. When the dataset
is richer (more subjects, more walking speeds and styles, more variability in morphology), it is
more difficult to map the poses on a torus and the discretization of the manifold produces non-
homogeneous classes. Additionally, the discretization process assigns the same number of classes
for quite different viewpoints. This means that, for instance, frontal and lateral viewpoints of a
walking cycle were quantized with equal number of classes, despite the difference in appearance
variability. However, since there is much less visual change over the gait cycle when viewed
from front or back views than for lateral views, differences between classes do not reflect the
same amount of change in visual information over each of these views. This over-quantization of
visually quite similar views can make the class data unrealistically difficult to separate for certain
viewpoints, and can introduce some confusion when a cascade must classify those examples.
Therefore it is important to define homogeneous classes. Too many class clusters become too
specific to a particular subject or pose, and do not generalize well enough. Too few clusters can
merge poses that are too different and no feature can be found to represent all the images of
the class.
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Figure 6.13: Class Definition for MoBo dataset: For each training view, the 2D pose space is clustered and for
each number of clusters, the intra-cluster distances to centroid are computed. By selecting a thresholding value
of this average intra-cluster distance, the views are quantized into a number of classes that reflect the variability
in appearance for that view. For the selected threshold (dashed line), frontal views of walking have a coarser
quantization (6 classes) compared to the diagonal (8 classes) and lateral views (10 classes).

For each training view, the 2D pose space is clustered several times with K-means and for
each number of clusters K, the intra-cluster distances to centroid are computed in the entire
space. This distance indicates the tightness of the clusters. By selecting a thresholding value
of the average intra-cluster distance (See Fig.6.13), the views are quantized into a number
of classes that reflect the variability in appearance for that view. For the selected threshold
(dashed line) frontal views of walking have a coarser quantization (6 classes) compared to the
diagonal (8 classes) and lateral views (10 classes)?. We can see on Fig. 6.13 that if we choose
the same number of clusters for all the views as we did in section 6.4.1 or in the first part of this
thesis, the resulting average intra-cluster distances are very different from a view to another:
for example, if we select 6 clusters per view (as in chapter 2), the resulting clusters from the
frontal view are about two times tighter than the ones from lateral views.

In the proposed automatic class definition described here, views are quantized into a number
of classes that reflect the variability in appearance for that view, and frontal views of walking
would have a coarser quantization (i.e. less classes) compared to the lateral views. Using this
method it is possible to create class definitions that better reflect the differences in variation
over the gait cycle between different views. The resulting 64 classes are presented in Fig. 6.14.

6.5 Experiments using MoBo Dataset

A training subset is first built by randomly selecting 10 of the 15 available subjects from the
database and a testing subset with the remaining 5 subjects, thus considering 30,000 images

9We select this threshold in order to obtain a minimum of 6 clusters in the frontal and back views as in the
first part of this thesis.
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Figure 6.14: Classes (64) obtained with the class definition method presented in Fig.6.13. The 8 rows
correspond to the 8 training views available in the dataset. For each class, we show the average gradient map
and average pose.

for training and 18,000 for testing. Benchmark experiments were performed on this dataset to
get initial baseline results with three state-of-the-art multi-class (pose) classifiers:

e Random Forests [ , ], inherently good for multi-class problems, that share
similarities with our approach.

e PSH | , ] which is a fast and effective way of finding the
neighboring poses of a query image. We will take the class of the nearest pose as a
classification.

e A multi-SVMs classifier, similar in spirit to that of | , |, which

learns k one-vs-all linear SVMs to discriminate between k predefined pose clusters'®.

10As we do not perform pose-dependent feature selection and use linear SVMs instead of the ARD-Gaussian
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During classification the class is determined by choosing the cluster that has the highest
probability p(Cj|x) from the SVMs. We will refer to this work as multi-SVMs or SVMs
in the rest of the chapter.

Trained and Tested on images without background Trained without background / Tested with background Trained and Tested on images with background
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Figure 6.15: Pose classification for PSH, Random Forest (1000 trees) and SVMs classifiers trained on a subset
of the MoBo database containing 10 subjects and tested on the remaining 5 subjects. We compare the results
using segmented images without background and images with a random background for 4 different grids of HOG
descriptors.
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Figure 6.16: Pose classification rates for 4 different ensembles (1, 10, 100 and 1000 cascades) trained on the
subset of the MoBo database containing 10 subjects and tested on the remaining 5 subjects. We compare the
results using segmented images without background and images with a random background for different number
np, of sampled HOG blocks.

We tuned the parameters of PSH and RF to get optimal performances on our 64 class
MoBo dataset: we tailored PSH parameters to the number of images and used 200 18-bit
hash functions and empirically validated that the optimum number m of randomly selected
features for RF was near v/D (as indicated in [Breiman, 2001]). We trained 64 one-vs-all linear
SVMs. Two groups of classifiers are trained using segmented images without background and
images with a random background respectively. We run the same test for 3 different grids
of HOG descriptors. Table 6.1 gives the corresponding training time and Fig. 6.15 shows the

kernel SVMs, it is expected to perform a little lower than that of [Okada and Soatto, 2008] but the training will
be much faster. Since we use linear SVMs to train our cascade rejectors, we find it is a reasonable comparison.
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performances!! when classifying images with or without background. RF results are given for
a 1000-tree forest since convergence is reached for that number as observed in Fig. 6.1.

Table 6.1: Classifiers training time on an Intel Core Quad Processor at 2.00GHz with 8Gb of RAM (see
experiments in Fig. 6.15).

HOG Grid 4x4 5xb 7x12 3 together
Dimension 1152 1800 2688 5640
RF 5h30 6h45  13h00 21h45
Backgrd SVMs | 2h00  4h00  8h0O 17h30
PSH 1h50 2h30  3h00 5h30
RF 4h40 5h30  11h00 18h30
No Backgrd | SVMs | 45min  52min  1h00 2h20
PSH 1h20 2h20  3h08 5h30

The first observation we made is that all of the classifiers trained on segmented images
perform poorly when classifying images with background (see Fig. 6.15b). This demonstrates
the importance of considering a training dataset that includes a wider background appearance.
The second observation is that using denser HOG feature grids improves pose classification
accuracy but we are quickly facing memory issues that prevent us from working with denser
grids. The third observation we can make is that PSH does not perform well in presence of
cluttered background (Fig. 6.15¢) while performing decently on segmented images (Fig. 6.15a).
PSH tries to take a decision based on 1-bin splits. That could well be a reason as the histogram
will be altered by the presence of background and affect that bin. In presence of cluttered
background (Fig. 6.15¢), SVM is the best classifier in terms of accuracy while Random Forest
achieves the highest classification rate when working with segmented images (Fig. 6.15a).

After constructing the tree structure S (112 branches using ng = 1), two lists of HOG block
rejectors B are built using the two same training subsets of the MoBo database (with and
without random background). The training took about 2 hours (testing 2500 HOG blocks at
each branch) which is much faster than both SVMs and RF classifier training. Then, different
ensembles are created varying the number n. of cascades and the number n;, of HOG blocks
that are considered for sampling. Corresponding classification rates on MoBo dataset are given
in Fig. 6.16.

We can observe that the accuracy increases with both n. and n; for the 3 different tests
and the cascades outperform the other classifiers when trained on images without background
(Fig. 6.16 a and b). In particular, the cascades show better generalization performances when
the testing data is significantly different from the training data (Fig. 6.16b). Performances
seems to be lower than SVMs and RF when the classifiers are trained and tested on images
with random background (see Fig. 6.16¢ vs Fig. 6.15¢). Detailed results are reported in Fig. 6.17
for that concrete case. Fig. 6.17a shows that convergence is reached sooner when ny, is low and
the accuracy improves when increasing ny, until n;, = 400 for n, = 1000 (See Fig. 6.17b).
The figure 6.17c compares the performances of a cascades classifier grown using the 400 best
HOG blocks with the best RF classifier from Fig 6.1. The classification rate of the cascades
classifier converges earlier (300 cascades) because the first cascades are already very informative
compared to the first trees of the Random Forest: 30% of accuracy for the first cascade and
10% for the first tree of the RF. Actually, the accuracy of RF does not seem to converge to

11If neighboring classes are not considered as misclassification, some issues with images on the “boundaries
between classes” are solved and the classification rates increase by about 15 — 20%
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Figure 6.17: Pose classification experiments on MoBo using randomized cascades: (a) we run the same
experiment with our randomized cascades classifier (trained on the subset containing 10 subjects and tested the
remaining 5 subjects from MoBo dataset) and compare the results obtained sampling from different numbers
np, of selected HOG blocks at each branch of the tree. (b) We show the results varying nj with nc = 1000. (c)
We compare the performance of the best Random Forest vs our randomized cascades classifier (with n; = 400).

a specific value as every new tree is informative. Our approach performs better than RF for
n. < 1000 and is slightly less efficient than SVMs.

6.6 Conclusions

In this chapter, we have proposed a new multi-class classifier that combines the best components
of state-of-the-art classifiers including hierarchical trees, cascades of rejectors and randomized
forests. Other algorithms require that the full feature space be available from an image during
training. This can lead to very high dimensional feature vectors being extracted from an image
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for large configurations of features and potentially leads to memory problems for training sets
with a large number of examples. Our algorithm selects the features it considers to be the most
informative during training, and can build a smaller more useful feature space by sampling a
small set of features from a much larger configuration of feature descriptors. This approach
is computationally efficient as cascades learning takes around 2 hours while SVM and RF
approaches took respectively 17h30 and 21h45 with the same training set.

Cascade approaches are efficient at quickly rejecting negative examples, and we have
exploited this property by learning fast multi-class hierarchical cascades. By randomly sampling
the feature, each cascade uses different sets of features to vote, it adds some robustness to noise
that helps to prevent over fitting. Moreover, each cascade can vote for one or more class so the
ensemble of random cascade classifiers outputs a distribution over possible poses that can be
useful when combined with tracking algorithms for resolving ambiguities in pose.

In this chapter, we have validated our approach for human pose classification with a
numerical evaluation. In the next chapter, we will evaluate the performance of our cascade
classifiers in a detection framework.
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7

Human A Localization and Pose
Estimation

7.1 Introduction

In this chapter, we continue the study of the proposed multi-class pose classifier and explore
its use for joint human localization and pose estimation in a detection framework.

Each hierarchical cascade in the ensemble can make a decision and efficiently reject negative
candidates by only sampling a few features of the available feature space. This makes our
classifier more suitable for sliding window detectors than Random Forests (RF) or Support
Vector Machine (SVM) classifiers. In RF, all the trees have to be completely traversed to
produce a vote while SVM classifiers require an entire feature vector to be extracted for each
tested window. We thus expect a faster detection with our ensemble of cascades. Additionally,
we will also analyze two of our classifier properties that allow a considerable speed-up of the
pose detection.

We have carried out an exhaustive experimentation to validate our approach with a
numerical evaluation (using different publicly available training and testing datasets) and
present a comparison with state-of-the-art methods for 2 different levels of analysis: human
detection and human pose estimation (with body joints localization) performances with both
fixed and moving cameras.

This chapter is organized as follows. Section 7.2 shows how our pose classifier can be used
for joint detection and pose estimation. In Section 7.3, we discuss the two particular properties
of our algorithm while a numerical evaluation of our pose detector is presented in Section 7.4
for both localization and pose estimation.

7.2 Human Pose Detection

Since we learn a classifier that is able to discriminate between very similar classes, we can also
tackle localization. Given an image I, a sliding-window mechanism then localizes the individual
within that image and, at each visited location (x,y) and scale s, a window I, can be extracted
and classified by our multi-class pose classifier R obtaining Op = (Og)Zi L where p = (z,y, s),
is a location vector that defines the classified window.

A multi-scale saliency map M of the classifier response can be generated by taking the
maximum value of the distribution for each classified window I:

M(,y,5) = max(Op) = max ((OF)52,) - (7.1)
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A dense scan (trained on pose only) is shown in Fig. 7.1a where many isolated false positives
appear where the classifier responds incorrectly.

[ ] tackle joint object detection and pose estimation by using a graph-
structured network that alternates the two tasks of foreground/background discrimination and
pose estimation for rejecting negatives as quickly as possible. Instead of combining binary
foreground /background and multi-class pose classifiers, we propose to perform the two tasks
simultaneously by including hard background examples in the negative set T, (see Fig. 6.6
and Sect. 6.3.2) during the training of our rejectors. To create the hard negatives dataset, the
classifiers trained on pose images only can be run on negative examples (e.g. from the INRIA
dataset [ , ]) and strong positive classifications are incorporated as hard
negative examples (see details in Sect. 7.4.1). Repeating the process of hard negative retraining
several times helps to refine the classifiers as can be appreciated in Fig. 7.1 b and c.

Figure 7.1: Cascade classifier response for a dense scan. Left side, from top to down: saliency map M after
0 (a), 1 (b) and 3 (c) passes of hard negatives retraining (i.e. adding hard negative examples in the cascade
learning process). For visualization purpose we represent M for ground truth scale (i.e. s = 0.6) and show a
zoom around the ground truth location. (d) input image with the pose corresponding to the peak in (c). Right
side, from top to down: saliency map M obtained with a 1-cascade (e), 1 cascade randomized on-line (f) and
a 100-cascade ensemble randomized on-line (g), all after 3 passes of hard negatives retraining. In (h) we show
the pose corresponding to the peak in (g).

By generating dense scan saliency maps for many images, we have found that humans
tend to have large “cores” of high confidence value as in Fig. 7.1c. This means that a coarse
localization can be obtained with a sparse scan and a local search (e.g. gradient ascend method)
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can then be used to find the individual accurately. In the example proposed in Fig. 7.1, taking
the maximum classification value over the image, (after exploring all the possible positions and
scales) results in reasonably good localization of a walking pedestrian. In that case, we have:

p* = (z%,y",5") = argmax(M(z, y, s)), (7.2)
(z,y,5)

Nw

and the corresponding distribution over poses O* = Op+ = (O‘g*)w:l.

Once a human has been detected and classified, 3D joints for this image can be estimated
by weighting the mean poses of the classes resulting from the distribution using the distribution
values as weights, or regressors can be learnt as in | , ]. The normalized
2D pose is computed in the same way and re-transformed from the normalized bounding box
to the input image coordinate system obtaining the 2D joints location (see Fig. 7.1d).

7.3 Properties of the Random Cascades Classifiers for
Pose Detection

In addition to the advantages stated so far, our classifier exhibits some additional interesting
properties for pose detection. Since the tree structure S and HOG block rejectors list B remain
fixed after training, a new cascade classifier 7 (In,®) can be constructed on-line by simply
creating a new random vector Cf)k This means that for each classified window I, in an image,
a different ensemble Ry, can be regenerated instantly at no extra-cost:

Rp(In) = {mi(In. B0 }pe . (7.3)

where p = (z,y, s), is the location vector that defines I, and 5; is sampled using Eq. 6.13.

The qualitative effects of this on-line randomization can be appreciated in Fig. 7.1: a dense
scan (1-pixel stride) with a 1-cascade classifier (Fig. 7.1e) produces responses which are grouped
while randomizing ® on-line (using a different random cascade at each location) produces a
cloud of responses around the ground truth (see Fig. 7.1f). This property will favor an efficient
localization at a higher search stride, as verified later by the numerical evaluation presented in
Sect. 6.4.2 . When randomizing a 100-cascade classifier (Fig. 7.1g), the saliency map becomes
similar to the one obtained with a regular 100-cascade ensemble without on-line randomization
(Fig. 7.1d).

Performing construction on-line, each new random vector 5; contributes to the final
distribution. The probability that any given randomly generated cascade classifier 7 will
vote close to an object location increases as the position gets closer to the true location of the
object. Even if the classification by the initial cascade for the pose class is wrong, it is generally
close to an area where the object is. Subsequent classifications from other randomized rejectors
push the distribution toward a stable result. As more classifications are made, the distribution
converges and becomes stable as shown in Fig 7.2a and Fig 7.2b where we can observe the
higher variability in classification with few cascades compared to the one obtained using bigger
ensembles. This explains the similarity of the saliency map obtained with and without on-line
randomization (Fig. 7.1) when considering a large number of cascades in the ensemble R.

This convergence property can also be exploited for fast localization using cascade
thresholding: a cascade ryp is drawn at random (without replacement) from R until the

1This property may also be exploited to spread the computation of image classification and localization over
time. They may also be readily parallelized due to the structure S and B being fixed once the classifier has been
trained.
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Figure 7.2: On-line Randomization: (a) Detection score (in percentage of votes) max(O) =

max(% he,0%), ie. the peak of the distribution, obtained when classifying the same location (z,y,s)

with 100 different randomized ensembles. When increasing n., the number of cascades in the ensemble R, all
the curves converge to 20%. In (b), we present the average and std across all these curves for 2 different locations
in the image: ground truth location and 5 pixels away from ground truth.

aggregated score reaches a sufficient confidence level. The confidence level can be selected
based on a desired trade-off between speed and accuracy. Another possibility is to consider an
adaptive cascade filtering by classifying with the entire ensemble R (R}, if on-line randomization
is considered) only the locations p = (z, y, s) that yield a detection using a single or few cascades
from the ensemble, i.e. filtering with the first ny cascades of the ensemble:

| maxueqn (O; S Op) it S, >0,
M2y, 5) = { 0 otherwise, (7.4)
where the detection score S, is basically:
ny
Sn; = max ;02’ . (7.5)

In other words, if a strong vote for background has been made with the first ny cascades (i.e.
no vote for any human pose classes and S,,, = 0), then the classifier stops classifying with the
rest of the cascades in the ensemble. Localizing using this approximate approach means that
a classifier with a few cascades can be used as a region of interest detector for a more dense
classification. The adaptive cascade filtering combined with on-line randomization will produce
an efficient and fast detection, as verified later in Sect. 7.4.1.1.
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7.4 Experiments

7.4.1 Localization Results using Mobo Dataset for Training

To construct our localization dataset, we took images from several different datasets to compare
each of the algorithms in different environments and at different subject scales. These images
were taken from HumanEva [Sigal et al., 2010], CamVid [Brostow et al., 2008], INRIA [Dalal
and Triggs, 2005], some images of pedestrians collected from movie sequences, and some images
captured from a web camera in a simple lab environment. See Fig. 7.3 for some selected images
from this dataset. We then manually annotated each of these 120 images so we could determine
localization accuracy.

Figure 7.3: Localization dataset: Clockwise from top left: HumanEva, INRIA, movie sequences, lab sequence
and CamVid.

For a fair comparison, we have implemented our cascades, the multi-SVMs and RF classifiers
in the same C++ framework with an efficient on-demand feature extraction system. In the
original HOG implementation [Dalal and Triggs, 2005], multi-scale searches required the input
image to be re-scaled at every searched scale and scanning window resolution before extracting
HOG features for that scale. We believe that different scales can be explored by keeping the
source image size fixed and reusing the integral histograms. The classifier window is rescaled
to the equivalent scale (1/s) and the Integral HOG features are resized with respect to the new
window size. Since the integral histogram sampling consists of only 4 coordinate samples for
each cell considered, independent of the size of the HOG feature, the features can be scaled
with respect to the new window size at no additional computation time, thus allowing different
scales to be explored at approximately the same computational cost (See Fig. 7.4).

SVMs, RF and cascade classifiers trained on MoBo images in Sect. 6.5 were then run on the
localization dataset over 6 discrete scale setting ([0.3,0.45,0.75,1.0, 1.5,2.0]) with a 4 pixels
stride, thus exploring and classifying a total of 10,599, 042 sub-images. We used a state-of-the-
art laptop with an Intel Core @ 1.73GHz. A non-maximum suppression step is used to merge
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g

Source Image Integral Histograms

Figure 7.4: HOG feature scaling: different scales are queried by rescaling the classifier window, and HOG
feature boxes are rescaled in proportion to the new classifier window scale. The sampling coordinates for the
HOG boxes can be rescaled at no extra cost in computation time.

nearby detections to one final hypothesis. In the first experiment, we compare accuracy and
processing time using the 2 different scanning schemes, i.e. scaling the input image or scaling
the sliding window. As can be seen in Fig. 7.5a and Fig. 7.5b, the results are very similar with
the 2 different scanning methods that do not seem to affect the detection rate much. The target
architecture for the experiments is an AMD /Intel x86 processor, and although the results show
that scaling the window is much faster (see Table 7.1) on a single thread implementation on a
system with local caches, this comparison is architecture dependent?.

Table 7.1: Detection times (after hard negative retraining) for the experiments reported in Fig. 7.5.

Hard . RFE (trees Cascades
negatives scaling SVMs 50 2(00 ) 1000 ne = 50
Pose only image 15h03 - 8h37 - 19h38
window 11h45 - 2h03 - 18h36
15 Pass image 20h30 7h19 Th42 8h12 12h48
window 10h55 1h11 1h33 3h07 5h07
274 Pagsg window 11h08 1h12 1h32 3h56 5h09

Each of the classifiers were re-trained on human subjects from the aligned Mobo dataset,
and combined with hard background examples from the INRIA dataset [Dalal and Triggs, 2005].
To create the hard examples dataset, the classifiers trained on pose images only from Sect. 6.5
were run on negative examples from the INRIA dataset [Dalal and Triggs, 2005] (with a 4
pixels stride and the same 6 scales), and strong positive classifications were incorporated as
hard examples. Hard background examples were included in the negative set T}, (see Fig 6.6)
during the training of each rejectors of our cascades. They were added to SVMs and RF
classifiers as a background class so that there are a total of 65 classes; 1 for background and

2As noted by Sugano et al [Sugano and Miyamoto, 2007] on a parallel SIMD (Single Instruction Multiple
Data) implementations scaling the image can be more suitable for parallel processing and actually negate the
additional impact of resizing the image to different scales.
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Figure 7.5: Detection results on the combined localization dataset using different classifiers trained on Mobo
images only (a and b), trained with a first pass of hard negatives from INRIA (c¢) and with a second pass (d).
For the 15 case, we present results for 2 different types of multi-scales scanning scheme: scaling the input image
and keeping the size of the scanning windows fixed (a) and scaling the scanning window and keeping the size
of the input image fixed (b), while the other 2 graphs (¢ and d) are obtained with the second scanning scheme.
Note that a log scale is used for ¢ and d to aid visualization.
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64 for pose. We repeat the process of hard negatives retraining several times to refine the
classifiers. The detection rates for the three types of classifiers after hard negatives retraining
are given in Fig. 7.5¢ and Fig. 7.5d while the corresponding classification times are shown in
table 7.1. We can observe that the 1% pass of hard negatives retraining helps to improve the
accuracy as the FPPW rate (False Positive Per Window) is reduced by a factor of 3. Adding
more trees to the RF classifier does not improve the performances (see Fig. 7.5¢ and Fig. 7.5d).
Both SVMs and RF classifiers reach their best performances after one hard negative retraining
while our cascade classifier outperforms them after the 2"¢ pass (see Table 7.2). The reference
point of 1 x 10~* FPPW is arbitrary but is a reasonable comparison point given that it has
been used in other detection works such as | , ]. At this rate we achieve
a better detection rate (73.5%) than both multi-SVMs and RF classifiers (62.79% and 62.53%
respectively) at the same FPPW rate, but if a higher rate of 5 x 10~* is acceptable, then we
achieve over 90% accuracy as illustrated in Fig. 7.5d. However the Random Forests are still
faster than this configuration of cascade classifier (see Table 7.1).

Table 7.2: Detection rates at 1 x 10~* FPPW and 1 x 10~3 FPPW for the experiments reported in Fig. 7.5.

Hard . RF (trees) Cascades
negatives FPPW SVMs 50 200 1000 ne = 50
Pose only 1.107% 6.21 - 12.11 - 7.81
1.1073 62.04 - 59.86 - 54.46
I 1102 54.89 4329 49.03 51.93 40.37
1.1073 94.12 76.82 76.64 76.04 92.97
S 1102 62.79 56.13 60.31 62.53 73.5
1.1073 92.35 78.21 79.67 80.80 94.53

The previous experiments have been carried out using an ensemble made of 50 cascades built
from the best n, = 30 HOG rejectors at each branch. In Fig. 7.6, we show how the number
of cascades n. and the number of HOG blocks n;, we sample from affect the detection and
FFPW rates, while the corresponding classification times are shown in Fig. 7.7. If we consider
a classifier with 10 or less cascades we can obtain a better and faster classification than with
the best RF (less than an hour). Adding more cascades allows the hierarchical cascade classifier
to reach higher detection rates but at a higher cost in terms of FPPW, while sampling from a
smaller subset of HOGs (i.e. using a smaller nj,) makes the classifier more strict. Constraining
the features that our cascades can randomly draw from impairs generalization performances
and considerably affects pose classification rates as demonstrated in Fig. 6.16 and Fig. 6.17. A
trade-off thus has to be made between the computational speed, the efficiency in detection and
the pose classification accuracy. One approach to this is to localize using an ensemble built from
a small pool of HOG blocks and then refine the pose classification of a few selected locations
with additional cascades grown by sampling from a larger pool of rejectors.

7.4.1.1 On-line Randomization and Filtering

In addition to the advantages stated in previous sections, our classifier has two very interesting
properties that have not been evaluated yet. First, the on-line randomization of ®; which
allows the generation of a different classifier r(In, Pk, S, B) at each location considered (i.e.
for each sub-image to be classified) at no extra-cost. The qualitative effects of the on-line
randomization on the saliency map can be appreciated in Fig. 7.8 where we show the result
of a dense scan (1-pixel stride) with several different cascades classifier. A 1-cascade classifier
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Figure 7.6: Detection results for different configurations of the cascades classifiers with a 374 pass of hard
negative retraining: we present the results with respectively 1 (a), 5 (b), 10 (c), 25 (d), 50 cascades (e) and 100
cascades (f). For each case we vary the number nj; of HOG blocks we sample from at each branch of the tree.
The corresponding classification times are shown in Fig. 7.7.
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Figure 7.7: Detection time when scanning the entire localization dataset for different configurations of the
cascades classifiers after a 3"% pass of hard negative retraining (experiments reported in Fig. 7.6).
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(Fig. 7.8a) produces few responses which are grouped and more likely to be missed at a higher
search stride while using a different cascade at each location (Fig. 7.8b) produces a cloud of
responses that favors a good detection at a higher search stride. With a 5-cascade classifier,
the benefit of the randomization is less immediately obvious (Fig. 7.8¢ and Fig. 7.8d). Though
this property is less useful with a 100-cascade classifier (Fig. 7.8e and Fig. 7.8f).
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Figure 7.8: On-line randomization and filtering: the picture shown in the upper part with a ground truth box
(green) is scanned at a 1-pixel stride. We present the saliency maps for a region of interest around the ground
truth location (red box) obtained with different cascade classifiers: 1l-cascade (a), l-cascade randomized(b),
5-cascade (c), 5-cascade randomized (d), 100-cascade (e), 100-cascade randomized (f), 100-cascade randomized
and filtered with 1st cascade (g) and 100-cascade randomized and filtered with the first 5 cascades (h). Processing
times of the entire image are respectively: 13.27s (a), 13.25s(b), 31.66s(c), 28.53s(d), 114.52s(e), 103s(f),
9.34s(g) and 23s(h).

To evaluate quantitatively the benefit of this property, we run the same test on the
localization dataset, varying the number n. of cascades and number n; of HOGs, but this
time randomizing the vectors ®; at each location. The results are presented in Fig. 7.9. As
expected, if we compare with Fig. 7.6, we can see that the on-line randomization has a great
influence for classifiers with few cascades: the maximum detection rate increases by about 10%
for a 5-cascade classifier while it increases by over 15% for a single cascade classifier.

Single hierarchical cascades have good approximate localization performance (see Fig. 7.6),
but the disadvantage is that they may misclassify locations that would have otherwise been
correctly classified using more cascades. This leads to the second property of our algorithm:
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Figure 7.9: Detection results for different configurations of the cascades classifiers with a 37% pass of hard
negative retraining and on-line randomization: we present the results with respectively 1 (a), 5 (b), 10 (c), 25
(d), 50 cascades (e) and 100 cascades (f). For each case we vary the number nj of HOG blocks we sample from
at each branch of the tree.

we can adapt the number of cascades in the classifier on-line, and thus, each sub-image can be
classified using a different number of cascades. Locations that yield a detection using a few
cascades can be classified with more trees until the detection result converges. We will leave for
future work the study and optimization of the convergence criteria for the cascade thresholding
approach as the detection of this convergence requires a minimum number of cascades to be
applied. However, since the goal is to create a classifier that can make a very fast detection
using as few cascades as possible, we instead exploit the adaptive cascade filtering property for
efficient localization: we will use the first ny cascades of the classifier as a filter and classify
with the rest of the cascades only if a positive vote has been made. A qualitative analysis can
be made from Fig. 7.8: in the presented example, we can see that filtering with the first (g) or
the first 5 cascades (h) of a 100-cascade classifier leads to a decent distribution, almost as good
as the ones obtained without any filtering (e and f) but it is much faster (between 5 and 10
times faster for that example).

We have evaluated the combination of these 2 properties by running a series of experiments
to select the best cascade classifier: we evaluated detection rates and processing times for
different search strides (1, 2, 4, 8 and 16 pixels) using a 100-cascade classifier filtered with
the first, the first 5 and the first 10 cascades. Quantitative results are reported in Fig. 7.10a
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Figure 7.10: Selection of the best cascade classifier: maximum detection rate varying search stride and number
of cascades used for filtering (a), corresponding processing times are given in (b). Classifying every 4 pixels and
filtering with the first 5 cascades offers a reasonable compromise between accuracy (maximum detection rate of
90%) and computational cost (1h01).

and Fig. 7.10b. As expected, using a denser search (i.e. using a smaller stride) considerably
improves the detection rate but it also increases the processing time up to 3 or more hours.
The same observation can be made concerning the number of cascades used for filtering: more
cascades also increase the detection rates for any search strides but at a higher computation cost.
Classifying every 4 pixels and filtering with the first 5 cascades offers a reasonable compromise
between accuracy (maximum detection rate of 90%) and computational cost (1h01 i.e 35.5
seconds per image). Our selected cascade classifier performs slightly better than the best multi-
SVMs classifier but is 10 times faster. It is also slightly faster than the best RF classifier (1h11)
but considerably outperforms it in classification (see Fig. 7.11a). Two examples of multiple
detections are presented in Fig. 7.12.

A detailed analysis of the performances of our classifier (see Fig. 7.11b) shows that the best
detection rates are obtained for the HumanEVA and the Lab subsets: for a FPPW rate of
1 x 10~ or higher there is no misdetection. This makes perfect sense since our MoBo training
data has been captured in a similar lab environment and the background is less complex for this
2 subsets. The drop in the classifier performances with INRIA images can be explained by their
richer backgrounds, and are more difficult to correctly classify. The lower performances on the
remaining 2 subsets, the Camvid and Movies, can be explained by the fact that the images also
present richer backgrounds and have been captured with a moving camera. More importantly,
the humans are much more difficult to detect than in the other subsets. Indeed, the Camvid
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Figure 7.11: Detection rate of the selected cascade classifier (100 cascades filtered with the first 5 cascades)
compared to other classifiers for a 4-pixels search stride (a) and corresponding detailed detection rates over the

5 different types of images in our localization dataset (b).

and Movies subsets present images with street views where people wear coats, dresses, hats and
all sorts of clothing completely absent in our lab-type training dataset. Some severe occlusions
also occur in these uncontrolled environments and the resolution is often not fine enough to
give accurate results. All these observations are visually confirmed with the examples of pose
detection errors, see the examples of False Positives (Fig. 7.13 and False Negatives (Fig. 7.14).

Figure 7.12: Detection results: we present 2 examples of multiple multi-scale detections in the same image.
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Figure 7.13: Cascades detection errors - False Positives: we can observe that the presence of many edges in
textured areas and trees make these regions difficult to classify as background.

Figure 7.14: Cascades detection errors - False Negatives: we can observe that the clothing, occlusions and
low resolution make the detection harder for some subjects in Camvid and Movie subsets.

Finally, we present some examples of good detections for the 5 different subsets in Fig. 7.15.
For each detection, the represented pose corresponds to the “winning class” i.e. the highest
peak in the pose distribution. As we can see, a correct detection does not always returns a
correct pose classification. In some cases, the pose is not well-recognized because it does not
belong to our training dataset and does not correspond to any of our classes (e.g. walking with
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hands in pockets). In other cases, we believe that a proper analysis of the pose distribution
would probably improves the accuracy in terms of pose but we will leave it for future work.

PRELY

A
L

= a il

Figure 7.15: Cascades pose detections - True Positives: Each row corresponds to one of the testing sequences
(from top to down): Movies, INRIA, Camvid, Lab and HumanEVA. For each sequence, we show 5 examples of
correct pose classification (left) and 3 examples of wrong pose classification (right). For each presented frame,
we present the normalized 96 x 160 image corresponding to the highest values of the saliency map obtained
when applying the pose detector. The pose corresponding to the “winning class” i.e. the highest peak in the
distribution is represented on top of the cropped image.
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7.4.2 Pose Estimation in Video Sequences

Our pose detector performs well with isolated static images. By extension, it should perform
similarly with video sequences, as each frame can be treated as an isolated static image. We will
evaluate the pose estimation performances in videos captured from a moving or fixed camera.
For the evaluation of the pose estimation performances, we will consider the multi-class cascade
classifier that has been trained on HumanEVA T dataset (in Sect. 6.4.1). The torus manifold
offers better properties for tracking and visualization of the distributions over poses.

7.4.2.1 Numerical Evaluation using HumanEva Dataset

The pose estimation performances of our classifier are estimated in similar conditions (i.e.
indoor with a fixed camera) using HumanEVA II dataset. We apply a simple Kalman filter on
the position, scale and rotation parameters along the sequence and locally look for the maxima.
We select only the probable classes based on spatio-temporal constraints i.e. transitions between
neighboring classes on the torus manifold (see computation of the Probabilistic Transition
Matrix in chapter 3 for details). By this process, we do not guarantee to reach the best result
but a reasonably good one in relatively few iterations. In Fig. 7.16, we show the pose detection
results we obtain for one of the four sequences: for each depicted frame, the estimated 2D pose
reprojected on the input image (the pose which is later considered for numerical evaluation),
the resulting distributions over the 192 classes on the 3D and 2D representations of the torus
manifoldand the distribution after selection (in green) of the most probable classes based on
spatiotemporal constraints.

I.J“’I’ J"'.-.l.-':-v.A-' || \_\“|. ‘I. - ‘. 3 ;i_‘\f |.4..I‘Jh|l“ J|

Figure 7.16: Pose detection results on HumanEva II Subject S4-Camera C2. From top to down: for each
presented frame (2, 50, 100, 150, 200, 250 and 300) the reprojected 2D pose is represented on top of the input
image (top row). The resulting distributions over the 192 classes after classification using our random cascades
classifier is represented on the 3D and 2D representations of the torus manifold. In the bottom row, we show
the distribution after selection (in green) of the most probable classes based on spatiotemporal constraints (i.e.
transitions between neighboring classes on the torus).

In Fig. 7.17 are depicted the pose detection results obtained for another sequence. This time,
for each frame, we show the cropped 96 x 160 image corresponding to the peak obtained when
applying the pose detection in the original input image and the resulting 2D pose corresponding
to the “winning class”.

Quantitative evaluation is provided in Tab.7.3 together with the results reported by |

, , , , , ] [ | present the best
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Figure 7.17: Pose detection results on HumanEva II dataset Subject S2-Camera C1l: normalized 96 x 160
images corresponding to the peak obtained when applying the pose detection. For each presented frame (1, 50,
100, 150, 200, 250, 300 and 350) the resulting pose is represented on top of the cropped image.

numerical results using a multi-layer framework based on background subtraction with local
optimization while Andriluka et al. [2010] use extra training data and optimize over the entire
sequence. Our results are obtained training on HumanEVA T only and estimating the pose
frame by frame without background subtraction. Note that our pose classifier outperforms the
silhouette-based approach we have presented in the chapter 3.

Table 7.3: 2D Pose Estimation Error on HumanEva II dataset: mean (and standard deviation) of the 2D
joints location error (in pixels) obtained by other state-of-the-art approaches and our Randomized Cascades.

Subject S2 S4

Camera C1 C2 C1 C2
Frames 1—350 1—350 1—-290 1—290
Chapter 3 16.96 + 4.83 18.53 + 5.97 16.36 + 4.99 14.88 +3.44
Gall et al. [2010] 4.10+1.11 4.38 +1.36 3.58 +£0.74 3.35+0.51
Bergtholdt et (1] [2010] | 25.48 +13.18 25.48 +13.18 | 38.82 +16.32 38.82+ 16.32
Andriluka et al. [2010] 10.49 £+ 2.70 10.72 +£2.44 - -

our approach 12.98 + 3.5 14.18 +4.38 16.67 £ 5.66 13.03 + 3.49

7.4.2.2 Moving Camera Sequence

The cascades classifier is now applied to a moving camera sequence (from [Fossati et al.,
2007]). In Fig. 7.18 we show an example for a particular frame: the cropped 96 x 160 image
corresponding to the highest value in the saliency map after a dense scan is represented together
with the 2D pose of the “peak” in the resulting pose distribution. This distribution is also
illustrated on the 3D and 2D representations of the torus manifold.

The results over the whole sequence are depicted in Fig. 7.19. For each presented frame,
we present the normalized 96 x 160 image corresponding to the maximum in the saliency map.
The 2D pose corresponding to the “winning class” i.e. the highest peak in the distribution
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Figure 7.18: Scanning a frame from a moving camera: (left) input image from the moving camera sequence
from [Fossati et al., 2007]. Scanning in X and Y directions of the image. (center) Resulting cropped image
and pose corresponding to the “pick” resulting from the classification using Random Forest. (right) Resulting
distribution over the 192 classes after classification using Random Forest. We also represent this distribution
on the 3D and 2D representations of the torus manifold.

is represented on top of the cropped image while the associated 3D pose is show below. The
cascade classifier shows over-all satisfactory performances.

7.5 Conclusions

In this chapter, our pose classifier has proven to be an efficient method to jointly localize
and recognize the pose of humans in isolated static images with no prior information on the
structure of the scene or the number of subjects. It has also shown to be very effective with
moving camera sequences.

We have validated our approach with an exhaustive numerical evaluation for 2 different
levels of analysis: human detection and pose tracking (with body joints localization). We have
compared the localization performances of our classifier with Random Forest (RF) and multi-
SVM (Support Vector Machine) classifiers. Our cascade classifier performs slightly better than
the multi-SVMs classifier but is 10 times faster. It is also slightly faster than the RF classifier
but considerably outperforms it in classification.
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Figure 7.19: Pose detection result with a moving camera. Normalized 96 x 160 images corresponding to the
peak obtained applying the pose detection to a moving camera sequence (from [Fossati et al., 2007]). For each
presented frame, the mean 2D pose corresponding to the “winning” class is represented on top of the cropped
image while the corresponding 3D pose is presented just below.
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Part 1V

Discussions and Conclusions






Conclusions

8.1 Introduction

In the previous chapters, we have proposed and presented several techniques and frameworks
which have proved to be effective for pose analysis in different scenarios. For each one of them,
we have followed a common methodological approach consisting of a review of the previous work,
justification and description of the proposed methodology and an experimental evaluation. In
the next sections, we will conclude presenting the contributions and the work done in this thesis,
and we will discuss future lines of research.

In this thesis, we have proposed to consider a limited training set captured from a small
number of fixed cameras parallel to the ground and distributed around the subject. Then,
three types of testing environments with increasing level of difficulty have been identified and
studied: 1) a static camera with a similar viewing angle observing only one individual, 2) a
fixed surveillance camera with a considerably different viewing angle and multiple targets and
3) a moving camera sequence or just a single static image of an unknown scene. Each testing
environment raising different problems, we have considered them separately and have structured
the thesis in three main parts corresponding to these three testing conditions.

In the next section, we will present the conclusions of the thesis and report on how we have
fulfilled the goals we set out in the introduction. Then, in Section 8.3 we will discuss the main
contributions of each part of the thesis and some of the possible future lines of research will be
presented.

8.2 Conclusions

The main goals of the thesis were to analyse and find solutions to the problems of 1) the
modeling of the human pose and appearance, 2) the detection/localization of the individuals
present in the scene and 3) the tracking in pose and image spaces.

8.2.1 Modeling

In this thesis, we have followed a method consisting in discretizing the camera viewpoint around
the subject and have considered a set of training views with a camera axis parallel to the
ground. The MoBo database has been employed, thus considering only 8 training views, three
of which were obtained by mirroring the data from symmetrically opposite views. To jointly
model camera viewpoint and pose, in the first part we have introduced the torus manifold
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which has been employed all along the thesis. This toroidal representation has proven to have
non-negligible properties for visualization purpose (to visualize spatio-temporal models in PartI,
trajectories in Part IT or pose distribution in Part IIT). In Part II, we have shown that projective
geometry can be exploited when the camera axis is not parallel to the ground: the usual 2D
similarity transformation relating image and model planes can be replaced by a homography-
based alignment. Our results have demonstrated that the incorporation of this perspective
correction in a pose tracking framework results in a higher tracking rate and allows for a better
estimation of body poses under wide viewpoint variations.

We have considered both 2D and 3D representations for the human pose which has been
associated to appearance descriptor. First, the 2D pose and 2D shape of the silhouette have
been encapsulated in a point distribution model (PDM), allowing the joint segmentation and
pose recovery of the subject observed in the scene. Non-linearities have been dealt with by
fitting a multi-view Gaussian mixture model (GMM) to our training data set. The resulting
spatio-temporal 2D-models have been concatenated in a global framework and sorted on the
surface of the torus manifold.

For 3D pose modeling, we have considered Principal Component Analysis (PCA) for
dimensionality reduction in chapter 2. Later, in chapter 5, we have employed a more
sophisticated supervised learning method to map the training 3D poses and view-based
silhouettes to the torus manifold using kernel-based regressors, which have been learnt using
a Relevance Vector Machine (RVM). Given a point on the surface of the torus, the resulting
generative model can regress the corresponding pose and view-based silhouette.

In the third part of the thesis, the torus manifold has been used to define a set of classes by
discretizing the surface of the torus. Each class is comprised of training images and associated
2D and 3D poses. We have proposed to take advantage of the alignment of the training images
to construct a class hierarchy. At each branch of the hierarchy, our training algorithm then
selects a small subset of informative class-specific features from a much larger feature space,
making this approach computationally efficient and scalable.

8.2.2 Detection

In the first two parts of the thesis, we have taken advantage of the static background to
perform foreground detection using a background subtraction algorithm. While in the first part
(chapters 2 and 3), we only processed videos with one subject, in the second part (chapters 4
and 5), we have considered multiple targets and have used the heads to detect individuals and
solve the problem of occlusions and people moving in group.

In the third part of the thesis, we have studied the cases where the computation of a
background image and consequently the segmentation of the subjects are not trivial. We have
considered the problem of simultaneous human detection and pose estimation. We have followed
a sliding window approach to jointly localize and classify human pose using a fast multi-class
classifier which uses edge-based features to classify each tested window: HOG (Histograms
of Oriented Gradients) descriptors have been chosen to represent the edge information of
images. Our classifier combines the best components of state-of-the-art classifiers including
hierarchical trees, cascades of rejectors and randomized forests. Cascade classifiers are designed
to quickly reject a large majority of negative candidates to focus on more promising regions,
we have exploited this property by learning an ensemble of multi-class hierarchical cascades.
Additionally, by randomly sampling from these candidate features, each cascade uses different
sets of features to vote which adds some robustness to noise and helps to prevent over-fitting.
Both randomization and selection of the number of cascades can be performed on-line at
no extra-cost, therefore classifying each window with a different ensemble of cascades. This
adaptive classification scheme allows a considerable speed-up and an even more efficient pose
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detection than simply using the same fixed size ensemble over the image. Each random cascade
can vote for one or more class so the ensemble outputs a distribution over poses that can be
useful for resolving pose ambiguities.

8.2.3 Tracking

The two problems of tracking in the image and tracking in the pose space have been dealt with
in the thesis.

The discretized version of the torus manifold has been employed to limit the space of
plausible models in chapter 3 or plausible classes in chapter 7 using simple spatio-temporal
constraints. The continuous version of the torus has been used in chapter 5 to sample pose-
viewpoint candidates on the surface of the manifold in a particle filter framework. This last
method has proved to be more robust to solve pose ambiguities as it can maintain multiple
hypothesis throught time.

The tracking in the image has been performed using a simple Kalman filter on image location,
scale and angle in chapter 3 and chapter 7 with easy cases where only one subject was tracked.
The problem has been facilitated in the second part of this thesis by introducing the calibration
of the camera w.r.t. the scene and the tracking has been applied on the ground plane, thus
exploring a 2D space instead of the original 4-dimensional space (location, scale and angle). In
the chapter 5, we have proposed an efficient particle filtering framework for 3D poses tracking in
calibrated surveillance scenes: the tracking was jointly performed on the ground plane and on
the surface of the pose-viewpoint torus manifold. Thus, only 4 dimensions need to be explored
to track walking human poses in 3D world. In Tab. 8.1 we compare our proposed algorithm
w.r.t. the most similar state-of-the-art approaches | , , ,

]

Table 8.1: Comparison of the settings and performances of our algorithm w.r.t. state-of-the-art methods for
monocular 3D pose tracking. These approaches share other similarities with our work in that they use silhouette
features and low dimensional pose manifolds with particle filtering. The main differences are listed below. Note
that we give a range of values for the required number of particles per individual tracker as this number varies
depending on single or multiple targets.

Settings/Performances [ ] [ ]  Our work
Scene Calibration No No Yes

State Dimension 10 2 4

Training Views 36 12 8

Pose Evaluation Qualitative Numerical Numerical
Localization Yes No Yes
Multiple Targets No No Yes
Perspective Videos No No Yes

No. Particles 500 900 250-1000

8.3 Main Contributions and Future Lines of Work

We will now summarize the main contributions of each part of the thesis and list some of the
possible future lines of research.
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8.3.1 Partl

We have presented a probabilistic spatio-temporal 2D-models framework for human motion
analysis. To cope with the restriction to the viewpoint, local spatio-temporal 2D-models
corresponding to several views of the same sequences were trained, concatenated and sorted
in a global framework. When processing a sequence, temporal and spatial constraints have
been considered to build the Probabilistic Transition Matrix (PTM) that gives the frame to
frame prediction of the most probable models from the framework. The experiments carried
out on both indoor and outdoor sequences have demonstrated the ability of this approach to
adequately segment the pedestrians and estimate their postures independently of the direction
of motion during the sequence. They have also demonstrated that the method responds quite
robustly to any change of direction during the sequence.

Even though it has been tested with the specific gait motion, the presented approach is
generic and could be applied to any other action. A large human motion capture data-base and
a 3D computer graphics human model could be used for synthesizing automatically training
pairs of 2D and 3D representations. In this thesis, a way has been provided to transition between
view-based manifolds of a same action. Transitions between different activities sub-manifolds
embedded in a global one could be considered.

8.3.2 Part II

In the second part of the thesis, we have combined the best components of state-of-the-art
human pose trackers and have exploited projective geometry in an efficient particle filtering
framework for 3D poses tracking in calibrated surveillance scenes. By means of projective
geometry, we have replaced the usual 2D similarity transformation relating image and model
planes by a homography-based alignment. We have proposed an efficient likelihood computation
whose only clues are edges and background subtraction resulting in a fast top-down shape
matching. We have also introduced a new state estimator. The efficiency of our algorithm has
been demonstrated by processing a set of challenging surveillance videos and present a numerical
evaluation for 2784 poses which have been manually labelled and will be made available to the
scientific community for further research. Experiments shows that our system successfully
tracks walking pedestrians and estimate their 3D poses in cases where a small number of people
move together, have occlusion, and cast shadow.
The following lines could be considered in future work:

1. Once we have calibrated the camera in the scene, the camera cannot be moved, which is
a limitation of the proposal. An automatic method to detect the vanishing points and
compute the homographies could be considered to make the system completely automatic.

2. To deal with the tracking of multiple interacting subjects, we have downweighted the
samples using a simple 3D occupancy approach which has shown to be effective with the
videos processed in this thesis. The problem of multiple target tracking in more complex
situations was out-of-scope for this thesis and the use of a multiple-object filter or a more
adequate modeling of the interactions will be explored in future work.

3. Even if all the experiments are specific to the walking activity (due to the higher
availability of training and evaluation datasets), our framework is general enough to
extend to other activities. The low dimensionality of the searched space combined with
the limited number of required training views makes our work easily extendable to more
activities and makes more feasible the development of future action recognition software
in real surveillance applications. A low dimensional model could be learnt for different
actions and a mapping could be used to model activity switching.
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4. In future work, multi-stage particle filters, gradient ascent techniques or a more complex
study of the posterior could be employed for searching for the optimal solution of
the estimate at each time step. Adapting our projective view-invariant method for
uncalibrated scenes and unconstrained environments offers another intriguing line for
future research.

8.3.3 Part 111

In the third part of this thesis, we have considered the problem of simultaneous human detection
and pose estimation. We have followed a sliding window approach to jointly localize and classify
human pose using a fast multi-class classifier that combines the best components of state-of-
the-art classifiers including hierarchical trees, cascades of rejectors and randomized forests.

We have validated our approach with a numerical evaluation for three different levels of
analysis: human detection/localization, pose classification and pose estimation (with body
joints localization). If the search space (locations in the image and scales) can be reduced,
e.g. using a tracking algorithm or limiting the distance to the camera in a Human-Computer
Interface, then our method can reach real-time performances.

Several lines of work could be followed to improve the algorithm:

1. The feature selection scheme requires a large amount of aligned training images. Future
work should focus on a learning algorithm that could handle smaller training sets or
weakly labelled images.

2. A computationally efficient implementation of the HOG descriptor, for example, using a
GPU implementation could speed up the detection even further.

3. Our method finds a distribution over exemplars, an intriguing direction for future work
would be to combine this with a kernel regression to see if this could produce a method
that is both computationally efficient and more accurate in terms of estimated pose.

4. Finally, this work opens several other interesting lines for future work: for instance, we
could try to efficiently combine different types of features (color, depth, etc) inside our
cascade classifier and extend the algorithm to wider range of motions and actions, or
apply the algorithm to general machine learning problems.
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Part V

Appendix






Projection to a Vertical Plane

Following the classical notation of 3D projective geometry | , ], a3D
point [X, Y, Z,1]T is related to its 2D image projection [u, v,1]T via a 3 x 4 projection matrix
M:

[u,v,1]T =M - [X, Y, Z,1]7, (A1)

where points in the projective space P? are expressed in homogeneous coordinates and “ ="

means equality up to scale. The projective transformation matrix M can be determined with
a series of intrinsic and extrinsic parameters or, as shown in | , ], it can be
defined as a function of the vanishing points of the dominant 3D directions.

Suppose we want to relate the image I with a vertical plane II (II_LIIq), whose intersection
with the ground plane Ilgq is G. The plane II is thus spanned by the vertical Z-axis and
horizontal G-axis. In that sense, (A.1) becomes:

[ua v, 1} 7= H]<—H . [Ga Z, ]-] Tv (A2)

with G a coordinate on the G-axis and Hy,_ 1 a homography matrix that can be computed from
the vanishing points of the dominant 3D directions of II :

H; np=[ve avz o] (A.3)

where vz is the vertical vanishing point, o is the origin of the world coordinate system and «
is a scale factor. v is the horizontal vanishing point of plane IT in Ii.e. the vanishing point
along the horizontal direction G in image I. This vanishing point v can be localized as the
intersection of line g, the projection of G in the image I and 1, the horizontal vanishing line in
I

vg=1xg, (A4)
where X represents the vector product, and 1 is the vanishing line of the ground plane

(see | , ] for details). Two examples of horizontal vanishing point
localizations are given in Fig. A.1.
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Figure A.1: Horizontal vanishing point localization for homography to vertical plane centered on the human
body: 2 examples are given for 2 different directions g1 and g2 on the ground plane Ilgq. II; is the vertical
plane parallel to the real-world direction G'1 and II2 the one parallel to G2. The vanishing points v, and vg,
are the intersection points of g; and g2 with the horizon line 1, i.e. the vanishing line of the ground plane.
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