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a b s t r a c t

Absorption cooling systems have been investigated for many years due to their ability to use low-grade
heat instead of electricity as the energy source. The aim of this work is to advance the performance of
a single-effect Lithium bromide/water absorption cooling system. Taking the generator and evaporator
temperatures as variables, the system is optimized to maximize exergetic and energetic efficiencies at
different operational conditions using a multi-objective–multi-variable Genetic Algorithm. The Group
Method of Data Handling neural network approach is adopted to derive correlations between the
design variables and operational parameters. Finally, the system is coupled to evacuated tube solar
collectors and compared to a similar system. The results reflect a maximum improvement in energetic
and exergetic efficiencies of about 9.1% and 3.0%, respectively. This translates into savings of 187
dollars for every square meter of solar collector at present time. This improvement is achieved by
decreasing the mean temperature of the generator by 6.2 ◦C and increasing the mean temperature
of the evaporator by 1.6 ◦C. In the case of applying low-grade heat such as solar energy, it brings
about both an improvement in the thermodynamic performances and a reduction in the generator
temperature.

© 2020 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Absorption cooling systems (ACSs) are conventional systems
or air-conditioning and refrigeration that use thermal energy
o produce cooling from low-grade heat sources such as so-
ar energy and waste heat (Xu et al., 2015). In addition, ACSs
se environmentally friendly working fluids that do not cause
zone depletion (Debnath et al., 2014). Because of these impor-
ant reasons, many studies have developed methods to improve
he performance of such systems (Ghorbani et al., 2018b). Ther-
odynamic analysis and optimization are the main methods
f improving the performance (Misra et al., 2006; Kholghi and
ahmoudi, 2019).
Thermodynamic analyses are based on the first and second

aws of thermodynamics (Ghorbani et al., 2019). The first law
stablishes the principle of energy conservation (the quantity of
nergy) (Mehrpooya et al., 2019). The coefficient of performance
COP) of a cooling system indicates its performance in terms
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of the first law. Likewise, the quality of energy is expressed by
the second law (Dincer and Cengel, 2001). Exergy is defined as
a combination of the first and second laws (Shirmohammadi
et al., 2018) or more precisely, has the concepts of both the
quantity and quality of energy (Petrakopoulou et al., 2012b).
The exergetic efficiency (η5) demonstrates how much exergy
as been destroyed due to the system’s irreversibilities that also
ave an environmental impact. Thus, the exergetic efficiency can
e another expression of efficiency in terms of the second law
Petrakopoulou et al., 2012a).

LiBr/water and water/ammonia are the most common work-
ng fluids in ACSs. However, LiBr/water is usually used for air-
onditioning applications (Misenheimer and Terry, 2017). Many
esearchers have considered single-effect absorption cycles with
iBr/water as the working fluid from a thermodynamics point
f view. Şencan et al. (2005) evaluated the exergy loss in each
omponent, as well as the COP and ηπ of the system. The con-
lusion was that ηπ and COP have an inverse relation with the
emperature of the heat source. The result of Kilic and Kaynakli’s
2007) thermodynamic study on ACSs indicated that the COP
ncreased overall, as the temperature increases in the evaporator
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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List of abbreviations

COP coefficient of performance
Q̇ heat transfer rate [kW]
Ẇ work rate [kW]
ṁ mass flow rate [kg/s]
h enthalpy (kJ/kg)
s entropy (kJ/kg-K)
İ exergy rate [kW]v
NPV net present value
T temperature [◦C] or [K]
F non-dimensionalization object
y output variable
GT solar radiation
ri average inflation rate (%)
rn nominal annual escalation rate (%)
rr real annual escalation rate (%)
i inflation rate (%)
k escalation rate
Thot mean temperature of the heat source

(◦C)
Tcold mean temperature of the stream to be

cooled (◦C)
FC fuel cost
CDEC carbon dioxide emissions cost

Greek letters

ψ special exergy (kJ/kg)
η efficiency
ε heat exchanger effectiveness

Subscripts and superscripts

gen generator
abs absorber
eva evaporator
cond condenser
amb ambient
opt optimum
i input
e exit
o output
0 reference state
II second law
p pump
col collector
L levelized
NG natural gas
CO2 carbon dioxide
n years of operation

Acronyms

ACS absorption cooling system
ETC evacuated tube solar collector
HE heat exchanger
GMDH group method of data handling
GA genetic algorithm
LCOC levelized cost of cooling
CRF capital recovery factor
ANN artificial neural network
and generator, while the temperature decreases in the absorber
and condenser. Another study, conducted by Kaynakli and Kilic
(2007), concluded that a solution heat exchanger (HE) has more
effect on COP, in comparison with a refrigerant HE. This effect can
reach 44% on the COP, while the effect of the refrigerant HE is only
2.4%. Avanessian and Ameri (2014) investigated the influence of
climatic conditions on the second law efficiency. Their results
showed that ambient temperature has a direct effect on the total
exergy efficiency. Another study on energy and exergy analyses,
conducted by Modi et al. (2017), indicated that most of the exergy
destruction is found in the generator and absorber, calculated 40%
and 28%, respectively.

Improving the performance of single-effect ACSs requires opti-
mizing desired objectives. By analyzing ACSs thermodynamically,
Gomri (2009) concluded that there is an optimum temperature
for the generator, condenser, and evaporator at which the COP
and the exergetic efficiency are maximum. In another study con-
ducted by Gomri (2013a), a simulation of a single-effect ACS using
solar and natural gas as energy sources was undertaken. He found
that an optimum generator temperature is derived at a specific
condenser temperature. This generator temperature is pivotal as
it requires the smallest number of solar collectors and yields the
maximum COP and exergetic efficiency. These two studies report
that there can be a generator temperature in which both the COP
and the exergetic efficiency are at their maximums. However, by
optimizing the single-effect ACSs from energetic and exergetic
points of view, in the present study and in other studies (Samanta
and Basu, 2016), it is seen that the maximum COP and exergetic
efficiency are achieved at different generator temperatures for the
same condenser temperature. Not correct optimization and the
specification of such conditions limit the cited studies.

Application of thermodynamic principles to realize optimiza-
tion has been carried out in many studies with the goal to find the
conditions under which both the COP and the exergetic efficiency
are maximum. Samanta and Basu (2016) optimized a single effect
ACS to maximize the COP and exergetic efficiency of an ACS
system. They reported that there is an optimum generator tem-
perature for any given combination of evaporator and condenser
temperatures, which is lower than the generator temperature
corresponding to the maximum COP. This finding is validated
as we obtained similar results in our present study. The main
differences in the methodology of the present study when com-
pared to the study of Samanta and Basu are the following: First,
the present study achieves optimum system mode by taking into
account both the generator and evaporator temperatures, not just
the generator temperature; second, the present study calculates a
wide range of operational parameters that can affect the optimum
mode and derives correlations that in turn yield the optimum
generator and evaporator temperatures.

The latest research on the thermodynamic optimization of
ACSs is mentioned below. Modi et al. (2017) investigated the ef-
fects of different parameters on a single-effect ACS and optimized
the system for a specific condition to maximize the COP and
exergetic efficiency. They concluded that the optimum generator
temperature is before the corresponding generator temperature
of the maximum COP and after the corresponding generator
temperature of the maximum exergetic efficiency. In addition,
COP and exergetic efficiency were in conflict with the evaporator
temperature. Pandya et al. (2017) conducted a similar study.
They indicated that the exergetic efficiency is more important for
determining the optimum generator temperature in comparison
to COP. Although a single-effect ACS has been optimized by
considering COP and exergetic efficiency, the optimization was
limited to specific operational conditions and generator temper-
atures. A lack of comprehensive studies on the thermodynamic

optimization led the authors to identify the optimum mode of the
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ingle-effect ACS for every operating condition, by considering
enerator and evaporator temperatures as the design variables.
Thermodynamic optimization has also been applied to other

onfigurations of ACSs. Medjo Nouadje et al. (2016) investigated
he optimization of a double-effect parallel flow ACS by con-
idering the COP and exergetic efficiency of the system. They
ointed out that the optimum mode of the system varies with
arying temperatures of the main components. They assessed five
ptimum modes, which had different temperatures in the main
omponents. Thermodynamic optimization for a double-effect
eries flow was also conducted by Ghani et al. (2017). They found
roughly 10.25% and 38.5% improvement in COP and exergetic
fficiency by using optimum component temperatures. Another
ptimization, considering COP and exergetic efficiency, was car-
ied out by Azhar and Siddiqui (2017). The optimization was
arried out using specific evaporator, condenser, and absorber
emperatures. It was observed that the lack of supporting studies
ocumenting the thermodynamic optimization is also present in
ouble-effect ACSs, as it was in single effect ACSs.
A large number of researchers have used the Group Method of

ata Handling (GMDH) as a powerful tool with a high estimation
apability to model and optimize proposed systems (Nasruddin
t al., 2019). The GMDH method introduced by Ivakhnenko (Far-
ow, 1981) has been used to achieve many different goals, such as
redicting, modeling, and optimizing thermal systems. Moreover,
he GMDH possesses the ability to obtain implicit expressions
or the relationship between input and output data. Sohani et al.
eng et al. (2017) used five soft computing and statistical tools,
ncluding artificial neural networks (ANN) and GMDH, in the
erformance analysis of desiccant-enhanced evaporative cooling
ystems. As a result, they mentioned that GMDH has a decent ca-
ability for evaluating the performance of the system. In another
tudy, Jafarian et al. (2017) used GMDH to model and optimize
ew-point evaporation coolers. They stated that their proposed
MDH-type model yields the simple equations, which can be
sed by designers, engineers, or researchers, independently from
he network structure or its input data. Shirmohammadi et al.
2015) optimized mixed refrigerant systems in low-temperature
pplications using GMDH along with genetic algorithm. They
ound that their proposed model has advantages in quantify-
ng the consumed power of cascade refrigeration cycles over
onlinear programming techniques.
Applications of hybrid solar energy systems have been grow-

ng (Ghorbani et al., 2020). Being the most abundant and free
orm of energy in many regions, solar energy would be an ap-
ropriate option for combining renewable energies with ACSs,
articularly for domestic applications (Ali, 2017). Ali et al. (2008)
ppraised the performance of using the single-effect LiBr/water
CS for a floor area of 270 m2 in Oberhausen, Germany. The
onclusion was that a 4.23 m2 evacuated tube solar collector
(ETC) is needed for supplying 1 kW of cooling load. A prototype
was tested by Izquierdo et al. (2014) in Madrid, Spain, to meet
the seasonal cooling demand of a laboratory with single- and
double-effect ACSs, as well as 48 m2 flat plate solar collectors.
The authors concluded that solar energy alone is sufficient to
meet the operational temperature of the single-effect mode of
the prototype. Nevertheless, an external energy source may be
necessary for the double-effect ACS, and the existence of a back-
up system allows for a sustainable ACS in the event of solar
energy disruption. Experimental and analytical analyses of Chen
et al. (2017) study an air-cooled single-effect ACS combined with
ETCs. They reported that with an average COP of about 0.61, the
system was able to provide 65% of the total cooling load of the
considered building.

As compared to previously mentioned reference studies, this

study goes a step further by offering a new combination of
objectives and variables in optimization and more importantly
yields equations which can be used to create a model to achieve
the outcome of any set of operational conditions. The present
study zeroes in on the optimization of a single-effect LiBr/water
ACS with a significant emphasis placed on using the first and
second laws of thermodynamics. The study considers operational
parameters, including temperatures of the condenser, absorber,
and ambient, as well as the effectiveness of the HE. The first step
towards fulfilling the aim of the study is modeling the system us-
ing MATLAB. After verifying the model, a Genetic Algorithm (GA)
is applied to optimize the COP as well as ηπ simultaneously and
find their corresponding generator and evaporator temperatures
for each set of operational parameters. This process is repeated
to compile a database that included system performances in
various operational conditions. Then, the equations showing the
correlations between the operational parameters and the outputs
(COP, ηπ , generator temperature, and evaporator temperature)
are derived using the GMDH neural network method. To summa-
rize, the study yields a novel perspective on system optimization
along with providing general equations for maximizing both en-
ergetic and exergetic efficiencies. Finally, the optimized model is
compared to a similar one, in order to assess the improvement of
the former. Similarly, novel points of the study are:

• The use of a multi-objective–multi-variable GA method to
optimize the ACS by considering energetic and exergetic
efficiencies as objectives and generator and evaporator tem-
peratures as variables.

• The optimization is conducted on a wide range of opera-
tional parameters such as temperatures of condenser, ab-
sorber, and ambient, as well as the effectiveness of the
HE.

• The correlations between objectives and operational param-
eters are found.

2. System description

A schematic of a single-effect ACS is shown in Fig. 1. The
main components of an ACS are a condenser, a generator, an
evaporator, an absorber, a solution HE, an expansion valve, a
solution expansion valve, and a pump. The concentrated solution
(concentrated by a refrigerant) is heated by a low-grade heat
source in the generator, converting a portion of the refrigerant
to steam. The diluted solution produced at the outlet of the
generator is directed to the absorbent. The hot refrigerant vapor
is condensed in the condenser and it then passes through the
evaporator. The reduction in pressure through the expansion
valve simplifies the vaporization of the refrigerant, which, in the
end, absorbs the heat from the environment. The weak solution
produced in the generator flows down through the solution ex-
pansion valve to the absorber. The refrigerant vapor produced in
the evaporator comes to the absorber where it is absorbed by
the weak solution, resulting in a strong solution. That solution
is subsequently pumped by the solution pump to the generator,
where it is heated, and the cycle is repeated [3].

3. System method

3.1. Simulation assumptions

Several assumptions are necessary to simulate the system
(Bagheri et al., 2019):

• Steady conditions are assumed for simulations and analyses.
• The evaporator and the condenser outlet refrigerants are

saturated vapor and liquid, respectively.
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Fig. 1. Schematic of a single-effect ACS.

• The absorber and the generator outlet solutions are at equi-
librium conditions at the corresponding temperatures.

• Pressure drops for all components and connecting pipes are
considered negligible.

• Heat losses for all components and connecting pipes are
considered negligible, unless otherwise stated.

• The temperature and pressure of the reference environment
are the ambient temperature and 100 kPa, respectively.

3.2. Thermodynamic analysis

The application of the first and second laws of thermodynam-
cs, as well as the principle of mass conservation, are needed for
he thermodynamic analyses of the system (Kumar and Layek,
019). Under steady-state conditions, the equations of overall
ass and energy conservation, where both kinetic and potential
nergies are neglected, are as follows:

• Mass conservation

ṁi =

∑
ṁe (1)

• Energy conservation

Q̇ −

∑
Ẇ =

∑
ṁe he −

∑
ṁi hi (2)

For all parts of the system, Eqs. (1) and (2) are solved. The COP,
epresenting the energy efficiency of the system, is expressed
ith Eq. (3):

OP =
Q̇eva

Q̇gen + Ẇp
(3)

Irreversibility, or exergy destruction rate, represented by İ,
s analyzed based on the second law of thermodynamics. The
quation of exergy destruction rate in a steady-state process is
resented with Eq. (4) (Fratzscher, 1997):

˙ =

∑
ṁi ψi −

∑
ṁe ψe +

∑
Q̇i(1 −

TO
Ti

) −

∑
Ẇ (4)

Here, the definition of the exergy destruction rate for a con-
rol volume is an algebraic summation of amounts of exergy of
treams, heat transfer rates from the environment at To towards
the region at Ti temperature, and the work transfer to or from the
control volume (Shirmohammadi et al., 2018). The specific exergy
is calculated with Eq. (5).

ψ = (h − h ) − T (s − s ) (5)
0 0 0
The exergetic efficiency represents the performance of the
second law (Bejan et al., 1996):

ηII =

Q̇eva

⏐⏐⏐(1 −
T0

Tcold
)
⏐⏐⏐

Q̇gen(1 −
T0
Thot

) + Ẇp
× 100 (6)

The model of the single-effect ACS using LiBr/water as the
working fluid is developed in MATLAB. The model includes the
properties of LiBr/water taken from Klomfar and Patek studies
(Pátek and Klomfar, 2006; Klomfar and Pa, 2009).

3.3. Optimization

There are numerous calculus-based methods used to derive
local minimums. Despite the extensive use of such methods, there
are some drawbacks, like a high dependency on initial guesses
and finding local minimums rather than global ones (Arora, 2012).
Thus, other optimization approaches like GAs are adopted. In
contrast to traditional methods that use a single point in the
search space, nature-inspired methods, such as GAs, make use of
a set of solutions, avoiding the local minimum trap (Besarati et al.,
2010).

There is another type of optimization, in which several objec-
tive functions represented as an objective vector, often conflicting
with each other, are optimized, simultaneously. In this type of
problem, there is not often a unique solution in which all objec-
tive functions achieve their optimal values, concurrently. Instead,
a set of optimal solutions, the so-called Pareto optimal solutions,
are achieved.

As Deb et al. (2002) reported, the improved version of NSGA,
also known as NSGA-II, has the ability to maintain a better spread
of solutions. In comparison with other elitist multi-objective evo-
lutionary algorithms, it shows better convergence in obtaining
a non-dominated front. To ensure that the optimal result is a
global minimum, the diversity of GA algorithm solutions must
be maintained (Besarati et al., 2010). Therefore, in this study, the
NSGA-II algorithm is used in the optimization process.

Pareto optimal solutions properly demonstrate the different
nature of single-objective and multi-objective optimization prob-
lems. A Pareto frontier, a space of objective functions in multi-
objective problems, presents a set of solutions that although
they have no superiority to each other, they are superior to
the other solutions in the search space (Goldberg and David,
1989). It is clear that changing the design variables related to
these non-dominant solutions cannot improve all of the objec-
tives simultaneously. Such changes might improve one objective
function but may end up deteriorating other ones. The inher-
ent parallelism of evolutionary algorithms makes them a proper
method for multi-objective optimization problems.

As shown in Figs. 2 and 3, even though the COP has a direct
relationship with the evaporator temperature, the ηπ decreases
s the evaporator temperature increases. Moreover, the max-
mum points of COP and ηπ at the corresponding evaporator
emperature occur at different generator temperatures. Therefore,
indful of the conflict between COP and ηΠ , they are considered
s our proposed objectives. If COP were adopted as the only ob-
ective, the generator temperature would increase substantially.
ikewise, if the exergetic efficiency were adopted as the only
bjective, the COP would be out of a normal range. By adopting
oth COP and ηπ as our objectives, not only will the generator
emperature be within a proper range, but also a balance will be
chieved between the COP and exergetic efficiency. As discussed
efore, GAs are proper methods to tackle optimization problems
ue to their superiority over calculus-based methods. Since the
SGA-II algorithm shows an excellent ability to maintain diver-
ity in the population of design variables (Deb et al., 2002), it is
sed in the present study.
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Table 1
Comparison between single and multi-objective optimizations.
System parameters Single-objective optimization

(COP)
Single-objective optimization
(ηΠ )

Multi-objective optimization
(COP and ηΠ )

COP 0.804 0.702 0.775
ηΠ 0.075 0.206 0.164
Generator temperature (◦C) 83.59 88.08 84.78
Evaporator temperature (◦C) 15 5 10.5
Fig. 2. The relationship of COP with Tgen and Teva .

Fig. 3. The relationship of ηπ with Tgen and Teva .

The purpose of the optimization utilized in the present study
can be explained by the data represented in Table 1. The data
shows that by adopting single-objective optimization two effi-
ciency values are obtained, one being of maximum value whereas
the other being of low value. Indeed, the maximum COP occurs
when the evaporator temperature is at the highest range, causing
ηΠ to be in the low value. In contrast, the maximum of ηΠ occurs
when the evaporator temperature is at the lowest range, causing
COP to be in low value. However, by applying multi-objective
optimization, which considers both COP and ηΠ as its objectives,
both COP and ηΠ are closer to their maximums. In addition,
the generator temperature in multi-objective optimization occurs
relatively in low range.

It is noteworthy to mention that a cost analysis is not consid-
ered as an objective here. The cost analysis entails changing the
size or quality of any given system. Furthermore, in cost analy-
sis, the system has a specific scale and operates under specific
working conditions (Seshadri, 1996). In operational optimization,
only the generator and evaporator temperatures are adopted as
variables. In this way, the system can be optimized regardless of
its scale (Petela et al., 2017).
Table 2
Constants of Eq. (7) for LiBr/water working fluid (Saravanan and Maiya, 1998).
a b c d

−232.32389209 217.76489634 201.5643421 4.17105216E−06

Table 3
GA optimization parameters.
Parameter Value

Population size 150
Maximum number of generations 1000
Crossover fraction 0.9
Crossover function Arithmetic
Pareto frontier population fraction 0.7
Tournament size 5
Function tolerance 1e-6

3.3.1. Genetic algorithm
GA optimization consists of several parts, i.e., initialization, fit-

ness assignment, selection, crossover, and mutation. The purpose
of the whole process is to optimize (i.e., minimize or maximize)
specific objectives according to selected design variables (Ghor-
bani et al., 2018a). As seen in Fig. 4, after defining the operational
condition and generating an initial population, the fitness values
of each member of the population are evaluated. According to
these fitness values, the population is ranked non-dominantly so
that in each iteration of the GA, selection, crossover, and mutation
take place, and the children population is obtained. After com-
bining the parent and children populations, as well as ranking
them using their fitness values, a new population is created from
their combination. This process is repeated until a final criterion
is satisfied.

In this study, the generator and evaporator temperatures are
chosen as design variables and the energetic and exergetic (COP)
efficiencies as the objectives. Often, optimizations include some
equality or inequality constraints for their design variables. A
nonlinear inequality constraint, Eq. (7), presented by Saravanan
and Maiya (1998) that defines the allowed minimum generator
temperature range based on operational conditions is used.

Tgen ≥ a +

(
Tcond
Teva

)
b +

(
Tabs
Teva

)
c + (TcondTabsTeva) d (7)

where, Tcond, Tabs, and Teva are the condenser, absorber, and evap-
orator temperatures, respectively. The constants of Eq. (7) for
LiBr/water working fluid are listed in Table 2. The GA optimiza-
tion parameters are presented in Table 3.

3.3.2. Decision-making in multi-objective optimization
After obtaining the optimal design variables for a variety of

operational conditions, a set of non-dominated solutions in the
search space is obtained. Therefore, selecting a single final opti-
mum point among the available optimum solutions strongly de-
pends on the priorities of designers. However, as a basic method,
a solution with the minimum distance from an ideal point in
the search space can be chosen. The ideal point in the Pareto
frontier is the point on which each objective is optimized re-
gardless of satisfying other objectives. Since the proposed objec-

tives may have different dimensions, a decision-making method
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Fig. 4. The flowchart of NSGA-II algorithm for optimizing a single-effect ACS.
T
T

should be applied to make non-dimensional objectives before
the decision-making procedure (Davarpanah et al., 2019). In this
study, the Euclidian non-dimensionalization method is used for
this purpose (Ahmadi et al., 2013).

In the Euclidian non-dimensionalization method, the defini-
tion of a non-dimensionalization object F n

ij is as follows:
The selected solution has a minimum distance from the ideal

point. The deviation of solutions of the Pareto frontier from the
ideal point, denoted by di+, is calculated using the following
equation:

di+ =

√ n∑
j=1

Fij − F ideal
j (8)

In which n is the number of objectives, i is an index of each
olution on the Pareto frontier (i = 1, 2. . .,m), and F ideal

j is the
deal value calculated for the jth objective. Therefore, the solution
s selected by finding the minimum value of di+:

final = i ∈ min(di+); i = 1, 2, . . . ,m (9)

here i is the index of the final solution.

.4. System modeling using the GMDH method

High estimation capability to model and optimize systems has
ed many researchers to use GMDH neural networks (Romeo and
areta, 2006). The GMDHmethod has three main advantages over
rtificial neural network (ANN) methods. First, the GMDHmethod
an derive explicit outputs that can be used in optimal system de-
ign processes, while ANN methods just provide implicit models
ike black boxes. Secondly, the GMDH method is a self-organized
etwork i.e., it optimizes its structure according to data input.
astly, by objectively selecting models of optimal complexity, the
MDH method avoids the overfitting problem often arising in
NN methods (Teng et al., 2017).
After creating a database, the GMDH method is used to model

elationships between operational conditions and design vari-
bles. A set of operational conditions consists of different op-
rational parameters, i.e., the condenser, absorber, and ambient
able 4
he operational parameters with their allowed ranges.
Operational parameters Tcond (◦C) Tabs (◦C) Tamb (◦C) ε

Allowed range 25–45 25–45 20–40 0.5-0.9

temperatures, as well as the effectiveness of HE, are selected
in their appropriate ranges randomly, and the GA algorithm is
applied for each condition. Table 4 shows the ranges of these
operational parameters.

The obtained database consists of operational parameters and
their corresponding optimal values of COP, exergetic efficiency,
and generator and evaporator temperatures. Because of the non-
linearity of the system and the complex relationships among
used parameters, the GMDH method is used to obtain corre-
lations among the parameters. The generator and evaporator
temperatures are proposed as the outputs of the GMDH, and
the operational parameters are as its input variables. The func-
tions having the ability to calculate the optimal generator and
evaporator temperatures for every LiBr/H2O single-effect ACS’s
operational condition are found using the GMDH method.

The GMDH method is similar to a network of layers that
contains many neurons with predefined functions. Fig. 5 shows
a GMDH structure in which a, b, c, and d represent the network
input parameters, and y stands for the network output. Each
combination of any two input parameters forms a neuron in the
next layer. The a and b inputs, for instance, form the ab neuron
in the first hidden layer. After creating whole neurons in a layer,
neurons with more accurate outputs are selected according to
a predefined threshold. The selected neurons, forming neurons
of the next layer, are shown in green color in Fig. 5. In order
to calculate the accurate output of these correlations, a proper
number of hidden neurons inside the neural network, depending
on the complexity and nonlinearity of correlations between the
input and output data, are required. The base algorithm of the
GMDH is a procedure of constructing a high-order polynomial
for an output variable, y , in terms of m input variables. In this
i
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rocedure, the constants in polynomials are optimized in order to
inimize the error between the actual yi and the estimated value,

ˆ i (Ghorbani et al., 2016). In this study, three different functions
re selected as the function of the GMDH neurons, presented in
qs. (10)–(12).

1(xi, xj) = a0 + a1xi + a2xj + a3xixj (10)

2(xi, xj) = a0 + a1x2i + a2x2j + a3xixj (11)

f3(xi, xj) = a0 + a1
√
xi + a2

√
xj + a3xixj (12)

The output of the GMDH was f̂ function, which gives the out-
put value, ŷi, with regard to correlated inputs, X = (xi1, xi2, . . . ,
xin), as an estimation of the actual yi value. There are M pair data
as follows:

yi = f (xi1, xi2, . . . , xin) (i = 1, 2, . . . ,M) (13)

The GMDH neural network is trained using this data, and the
network output ŷi is obtained as described below:

ŷi = f̂ (xi1, xi2, . . . , xin) (i = 1, 2, . . . ,M) (14)

In this step, the constants of neurons’ function are optimized
in order to minimize the error squares between all data pairs
and their corresponding GMDH outputs. This error square is
expressed with Eq. (15). The least square logic is used to find the
optimum values of these constants.

E =

∑M
i=1(yi − ŷi)2

M
(15)

In the GMDH training process, the contributions of data for
training and testing of the GMDH model are 80% and 20%, respec-
tively. After the formation of the GMDH network and considering
the structure of the network inversely, a correlation between
the considered output and inputs are obtained. In Fig. 6, it is
observed that the GMDH model receives the condenser, absorber,
and ambient temperatures, as well as the effectiveness of HE as
its inputs and outputs the optimum generator and evaporator
temperatures. By having the inputs and outputs, the optimum
COP and exergetic efficiency are calculated.

3.4.1. Different criteria for evaluation of the GMDH model
Different criteria can be used to evaluate the trained GMDH

neural network. The coefficient of determination (R2), the vari-
ance accounted for (VAF), and the correlation factor (CF), which
Fig. 6. The schematic of the GMDH model and its inputs and outputs.

are calculated using Eqs. (16)–(18).

R2
= 1 −

∑M
i=1(yi,act − yi,gmdh)2∑M
i=1(yi,act − yi,gmdh)2

(16)

VAF% =

(
1 −

VAR{yi,act − yi,gmdh|i = 1, 2, . . . ,M}

VAR{yi,act |i = 1, 2, . . . ,M}

)
× 100 (17)

CF =

∑M
i=1(yi,act − yi,act ) × (yi,gmdh − yi,gmdh)√∑M

i=1(yi,act − yi,act )2 ×
∑M

i=1(yi,gmdh − yi,gmdh)2
(18)

where, M is the number of sample data, yi,act is the actual output
of each data set, yi,gmdh is the corresponding estimated value
using the GMDH trained network, and yi,act and yi,gmdh are the
verage values of actual and predicted outputs, respectively. In
well-trained network, lower values of R2 and CF represent a
etter correlation between inputs and output. Moreover, the VAF
hould be close to 100% to have a better convergence between
he estimated and actual values (Ziari et al., 2015).

.5. Sensitivity analysis

Sensitivity analysis is beneficial for designers because it shows
he effects of input variation on the output of the system (Florides
t al., 2003). The sensitivity can be expressed analytically with
q. (19), showing the dependency of system characteristics on the
ariation of a particular input parameter.

=

(
∆Y
Y
∆X

)
(19)
X r
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Fig. 7. The incident solar irradiation on the collector during different days for
Athens.

Fig. 8. The ambient temperature during different days for Athens.

In this equation, X is an input parameter, Y is a system char-
cteristic, and the subscript r stands for reference point. In the
resent study, the reference point was an operational condition
ith values that are in the middle of determined ranges, i.e., 35 ◦C

or ambient and absorber temperatures, 30 ◦C for the condenser
emperature, and 0.7 for the effectiveness of the heat exchanger.

.6. Solar analysis

In order to compare the performance of the obtained optimum
ode of the ACS with the results of Bellos et al. (2017), similar
nderlying assumptions are made when evaluating this section.
imilarly, an ETC type of a solar collector is selected with effi-
iency determined with the following equation (Kalogirou, 2003):

th = 0.82 − 2.19
(
Tcol,i − Tamb

GT

)
(20)

As in Bellos et al. weather data from Athens, Greece, are
assumed here as well. The data for average daily incident solar
irradiation on the collector and ambient temperature is depicted
in Figs. 7 and 8, respectively. These data were collected in five
warm months, and the mean daily temperature of the months
was selected as representative for this period.

3.7. Cost analysis

3.7.1. Fuel cost
Adjusting the generator and evaporator temperatures in the

present study affect the performance of the system without any
changes in the system. The capital investment and operating and
maintenance costs are assumed to be the same as those of Bellos
Fig. 9. The Pareto frontier of the single-effect ACS for a specific operational
condition.

Table 5
Input parameters of the economic analysis (Shirazi et al., 2016).
Parameter Value

Average inflation rate (ri) 2.9 (%)
Interest (discount) rate (i) 6 (%)
Real escalation rate of natural gas price (rr,NG) 2 (%)
Real escalation rate of carbon dioxide emission price (rr,CO2) 2.04 (%)

et al. (2017). Cost savings are calculated from the economic differ-
ences of cooling loads between this study and that of Bellos et al.
To calculate the cost savings, it is assumed that an auxiliary heater
using natural gas compensates for the extra energy providing the
cooling load difference. The levelized annual fuel cost associated
with the consumption of natural gas in the auxiliary heater is
obtained as follows (Seshadri, 1996):

FCL,NG = FC0,NG
kNG(1 − knNG)
(1 − kNG)

CRF (21)

here, FC0,NG is the consumption of natural gas in the first year of
peration, and n is the years of operation, considered here 20. To
alculate the FC0,NG, 1m3 of natural gas is considered to be equal
o 3723 kJ and 35.31 cents, and the efficiency of the auxiliary
eater is assumed to be 0.85 (Gomri, 2013b). The capital recovery
actor (CRF) is calculated as (Seshadri, 1996):

RF =
i(1 + i)n

(1 + i)n − 1
(22)

Moreover, KNG, the escalation rate of the price of natural gas,
an be calculated as:

NG =
1 + rn,NG
1 + i

(23)

here,

1 + rn,NG) = (1 + rr,NG)(1 + ri) (24)

here i is the average interest rate, rn,NG is the annual nominal
scalation rate, rr,NG is the real escalation rate of the price of
atural gas, and ri is the inflation rate. Table 5 shows the values
f these parameters.

.7.2. Cost of carbon dioxide emissions
Carbon dioxide emissions affect the environment and human

ealth, imposing indirect costs, assessed here as a part of the costs
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Fig. 10. Sensitivity analysis for the generator temperature of the single-effect ACS.
Fig. 11. Sensitivity analysis of the evaporator temperature of the single-effect ACS.
of the system. The cost of carbon dioxide emissions of natural gas
is evaluated using the same process as for calculating the fuel cost
(Seshadri, 1996).

CDECL,CO2 = CDEC0,CO2

kCO2 (1 − knCO2
)

(1 − kCO2 )
CRF (25)

where, CDEC0,CO2 is the carbon dioxide emissions of natural gas
in the first year of operation and kCO2 is obtained from the
same process as KNG, using the corresponding nominal escalation
rate for carbon dioxide emissions (rn,CO2 ) shown in Table 5. To
calculate the CDEC0,CO2 , it is assumed that 1m3 of natural gas
releases 1.8564 kg CO2 (Gomri, 2013b) with a removal cost of
0.2667 cents per kg of CO2 (Sokhansefat et al., 2018).

Additionally, the present value of the total cost over the years
of operation is calculated as (Seshadri, 1996):

NPVT ,NG =
FCL,NG + CDECL,CO2

CRF
(26)
4. Results and discussion

4.1. Verification of the thermodynamic model of the single-effect ACS

For the validation process, the results of this study are com-
pared to the results of (Kaushik and Arora, 2009). Table 6 il-
lustrates the details of the validation. It is observed that the
difference between the results of the presented study and that
of Kaushik and Arora is small (Kaushik and Arora, 2009).

4.2. Optimization

After the simulation of the cycle, the optimization using the
GA method follows. The outputs of the optimization are Pareto
frontiers, in which optimum solutions are in a range of our
objectives for each set of operational parameters. It is noteworthy
to mention that the numbers in Pareto frontiers are negative,
since the GA method finds local minimums. Therefore, to find
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Table 6
Comparison of energy and exergy efficiencies between (Kaushik and Arora, 2009) and the present study.
Tcond
(◦C)

Tabs
(◦C)

Teva
(◦C)

Tgen
(◦C)

ηΠ Kaushik
and Arora
(2009) (–)

ηΠ
present
study
(-)

Deviation from
Kaushik and
Arora (2009)
(–)

COP Kaushik
and Arora
(2009) (–)

COP present
study (–)

Deviation from
Kaushik and
Arora (2009)
(%)

40 40 7.2 85 0.1187 0.1209 1.8534 0.7173 0.7163 0.1394
37.8 37.8 7.2 80 0.1318 0.1338 1.5174 0.7340 0.7331 0.1226
35 35 7.2 75 0.1496 0.1523 1.8048 0.7668 0.7655 0.1695
30 30 7.2 70 0.1778 0.1797 1.0686 0.8243 0.8189 0.6551
40 40 7.2 90 0.1157 0.1168 0.9507 0.7428 0.7421 0.0942
37.8 37.8 7.2 85 0.1260 0.1278 1.4285 0.7578 0.7572 0.0791
35 35 7.2 80 0.1397 0.1422 1.7895 0.7797 0.7796 0.0128
30 30 7.2 75 0.1598 0.1624 1.6270 0.8161 0.8162 0.0122
37.8 37.8 4 87.5 0.1672 0.1696 1.4354 0.7285 0.7302 0.2333
37.8 37.8 6 87.5 0.1396 0.1417 1.5042 0.7494 0.7508 0.1868
37.8 37.8 8 87.5 0.1105 0.1119 1.2669 0.7583 0.7676 1.2264
a
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the maximum objectives, we need to find the minimum of the
reverse objectives. The final optimum point is selected among the
available optimum solutions. Fig. 9 shows a Pareto frontier and
its selected optimum point for a specific operational condition.
By repeating this process for various operational conditions, a
data set is achieved and used for estimating the correlations by
utilizing the GMDH method.

4.3. The GMDH method

A thermodynamically optimized model is obtained using the
MDH method trained with the set of data achieved from the
revious stage. Table 7 shows the different criteria for the GMDH
odel with three neuronal functions and three number of layers

or each output. It should be noted that the optimization was
erformed to maximize the energetic and exergetic efficiencies
y varying the generator and evaporator temperatures. Thus,
he outputs represent not only the energetic and exergetic ef-
iciencies but also the corresponding generator and evaporator
emperatures. As shown in Table 7, all criteria for all correlations
re in acceptable ranges, the values of R2 and CF are close to

each other, and the VAF values approached 100%. Accordingly, the
relationship among the parameters is well correlated. The models
that have the maximum R2 are selected for the next analyses
(the rows highlighted green). Since the criteria are very close to
each other, it cannot be claimed precisely which functions or how
many layers are appropriate using the GMDH approach.

4.4. Sensitivity analysis

The sensitivity analysis shows how much the system inputs
can affect its outputs. For the optimum generator temperature,
Fig. 10 shows that the most effective parameters are the absorber
and condenser temperatures that have a direct relationship with
the optimum generator temperature. In addition, the sensitivity
increases at higher temperatures of both the absorber and the
condenser. The effectiveness of the HE and the ambient tem-
perature have an inverse relation with the optimum generator
temperature. Specifically, HE effectiveness has the least impact
on the optimum generator temperature.

The most effective parameter for the optimum evaporator
temperature is the ambient temperature (as shown in Fig. 11).
In contrast to the optimum generator temperature, the absorber
and condenser temperatures have inverse relations with the op-
timum evaporator temperature. Additionally, it is observed that
the absorber and condenser temperatures have almost the same
effect on the generator temperature.

The influence of operational parameters on the COP and ηΠ are
demonstrated in Figs. 12 and 13, respectively. As it was expected,
increasing the absorber and condenser temperatures decreases
both outputs. However, the effect of the COP and ηΠ on the
bsorber temperature is slightly higher than that of the condenser
emperature. The reason for this is that the ambient temperature
nd not the reference temperature is used in the ηπ equation.
s both the COP and ηII are considered for selecting the optimum
oints, all of the outputs are affected by the ambient temperature.
herefore, it follows that the most influential parameter for ηII is
he ambient temperature. The HE effectiveness has minimal effect
n both outputs; however, it has a higher effect on the ηII .

.5. Comparative investigation of the proposed model

In this section, the results of the combination of the optimized
CS with ETCs are compared to those of Bellos et al. (2017)
particularly, the analyses performed between 10:00 to 16:00).
he comparison between the COP and ηΠ of the optimized ACS
ith the same parameters used in the study of Bellos et al. (2017)
re illustrated in Figs. 14 and 15, respectively. The mean of both
he COP and ηΠ for the present study are found to be higher
han those of Bellos et al. (2017). The differences between the
eans are about 3.6% and 0.6% for the COP and ηΠ , respec-

ively. It is important to state that when compared to the Bellos
t al. study that included an exergetic optimization, the found
mprovement in the exergetic efficiency is rather small. In Bellos
t al. (2017) study, the study design was such that exergetic
fficiency was innately built into the process from the outset.
ellos et al. (2017) study design was primarily designed to op-
imize only one objective, namely, exergetic efficiency; whereas,
he present study design was endeavored to optimize multiple
bjectives, both exergetic and energetic efficiencies. Furthermore,
he maximum difference is about 9.1% and 3.0% for the COP and
Π , respectively. As it is assumed that by increasing the Tamb,
oth Tcond and Tabs increase, until 14:00 (that Tamb increases) the
OP decreases. However, ηΠ increases with increasing Tamb. Thus,
he behavior of the optimized system proves the results of the
ensitivity analyses discussed in the previous section.
It is demonstrated that the optimized model regulates its out-

uts (COP and ηΠ ) by varying both the evaporator and generator
emperatures. As also reflected in Figs. 16 and 17 below, the
esults are in contrast to conventional expectations.

Fig. 16 illustrates the comparison between the Tgen of the
ptimized ACS in the present study and that of Bellos et al.
2017). The comparison indicates that Tgen of the optimized ACS
s 6.9% (6.2 ◦C) lower than that of (Bellos et al., 2017) on average.
s the Tamb becomes higher, the difference between the Tgen of
ptimized ACS and that of Bellos et al. (2017) increases, reaching
difference of 8.3 ◦C. It is a unique feature of the optimized ACS
hat it does not only operate at lower Tgen, but it also has higher
OP and η . In the case of a solar ACS, it is suggested that the
Π
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Table 7
Different criteria for the GMDH model of the single-effect ACS.
Fig. 12. Sensitivity analysis for the COP of the single-effect ACS.
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ptimum Tgen can be achieved by controlling the mass rate. As
redicted by the sensitivity analyses and shown in Fig. 17, the
eva of the optimized model varies slightly, in that the effects of
he variation of the Tamb are balanced out by the variations of the
cond and Tabs. Furthermore, the amount of Teva, in this case, is
bout 1.6 ◦C greater than the result of Bellos et al. (2017).
Fig. 18 illustrates that the optimized model produced more

ooling load (Qeva) than the Bellos et al. model. The difference
n the cooling loads between the two models is assumed to be
ompensated by the addition of an auxiliary heater. The differ-
nce between the two models before 12:00 is higher than after
2:00.
 a
If an auxiliary heater makes up for the extra energy needed
to achieve the optimized model Qeva, the cost savings due to the
eduction of the consumption of additional natural gas in the
uxiliary heater would be 187 dollars per square meter of solar
ollector. In addition, the reduction of carbon dioxide emissions
ould be about 33.5 kg per square meter of solar collector (as
hown in Table 8).

. Conclusion

In this paper, the operational optimization of a single-effect
bsorption cooling system and the correlations to obtain the
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Fig. 14. Comparison between the COP of the ACS of Bellos et al. (2017) and the
ptimized one of this study.

able 8
elative reduction of cost savings and carbon dioxide emissions of (Bellos et al.,
017) and this study.
Carbon dioxide emission reduction Cost-saving

33.5245 (kg/m2
col) 186.9608 ($/m2

col)

optimum mode of the system under defined operational condi-
tions were presented and discussed. The system was modeled
using MATLAB and a genetic algorithm and it was then op-
timized to maximize coefficient of performance and exergetic
efficiency, by varying the generator and evaporator temperatures
at a specific operational condition. By repeating this process for
different operational conditions, a database for the coefficient
of performance, exergetic efficiency, as well as generator and
evaporator temperatures was created. In addition, the influence
of operational conditions on outputs like the optimum generator
Fig. 15. Comparison between the ηΠ of the ACS of Bellos et al. (2017) and the
ptimized one of this study.

nd evaporator temperatures, the coefficient of performance, and
xergetic efficiency were studied using the GMDH approach. The
esulting correlations were found to be within proper ranges of
ifferent criteria.
Sensitivity analyses of the correlations illustrated that all op-

rational parameters, except the effectiveness of the heat ex-
hanger, had inverse influences on the optimum generator and
vaporator temperatures. The effect of the condenser and ab-
orber temperatures were almost analogous to each other. How-
ver, the most effective parameter to obtain the optimum evap-
rator temperature was found to be the ambient temperature.
inally, the optimum mode of the single-effect absorption cooling
ystem was coupled with an evacuated tube solar collector and
as compared to a similar but not an optimized system. The
alues obtained in the present study were compared with the
orresponding values of Bellos et al. study. Considerable improve-
ents in maximum values of energetic and exergetic efficiencies
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Fig. 16. Comparison between the Tgen of the ACS of Bellos et al. (2017) and the
ptimized one of this study.

Fig. 17. Comparison between Teva of the ACS of Bellos et al. (2017) and the
ptimized one of this study.

re 9.1% and 3.0, respectively. In addition, a significant general
mprovement in the energetic efficiency (3.6%) and a slight im-
rovement in the exergetic efficiency (0.6%) were achieved by
ecreasing the mean temperature of the generator by about 6.2 ◦C

and by increasing the mean temperature of the evaporator by
about 1.6 ◦C. The observed improvement in exergetic efficiency is
relatively small when compared to Bellos et al. study, as it was al-
ready optimized exergetically from the baseline. Accordingly, the
optimum mode of the absorption cooling system brought about
not only improvements in the thermodynamic performance but
it also decreased the generator temperature. This is a significant
result for the adoption and application of low-grade heat like so-
lar energy. Furthermore, the higher performance of the optimized
Fig. 18. Comparison between Qeva per square meter solar collector of the ACS
of Bellos et al. (2017) and the optimized one of this study.

system led to cost savings of 187 dollars per square meter of solar
collector and a decrease in carbon dioxide emissions of about
33.5 kg per square meter of solar collector.

The present study was striving to find a model for the ther-
modynamic optimum mode of absorption cooling system with
the goal of improving operational efficiency. Further research
can explore the optimization of other aspects, like economics
and environmental impacts, as well as examine other modeling
methods.
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